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Foreword 
 The ACS Symposium Series was first published in 1974 to provide a 

mechanism for publishing symposia quickly in book form.  The purpose of the 
series is to publish timely, comprehensive books developed from the ACS 
sponsored symposia based on current scientific research.  Occasionally, books 
are developed from symposia sponsored by other organizations when the topic is 
of keen interest to the chemistry audience. 

  
Before agreeing to publish a book, the proposed table of contents is 

reviewed for appropriate and comprehensive coverage and for interest to the 
audience.  Some papers may be excluded to better focus the book; others may be 
added to provide comprehensiveness.  When appropriate, overview or 
introductory chapters are added.  Drafts of chapters are peer-reviewed prior to 
final acceptance or rejection, and manuscripts are prepared in camera-ready 
format. 

  
As a rule, only original research papers and original review papers are 

included in the volumes.  Verbatim reproductions of previous published papers 
are not accepted.  

ACS Books Department 
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Preface 
Lori Zaikowski1,  Jon M. Friedrich2, and S. Russell Seidel1 

1Department of Chemistry and Physics, Dowling College, 
Oakdale, NY 11769 

2 Department of Chemistry, Fordham University, 
Bronx, NY 10458 

In the first volume in this series, Chemical Evolution across Space & Time 
(1), we saw how the concept of evolution could be applied to chemical systems 
beginning with the origin of the most basic elements H, He, and Li in the Big 
Bang.  Increasing complexity in the form of nucleosynthesis in stars and 
reactions around them followed pathways toward the synthesis of simple 
chemical compounds under the control of the basic principles of chemical 
binding and thermodynamics.  The formation of our solar system led to more 
diverse chemical systems in the form of planetary atmospheres and the rocky 
parts of the planets and planetoids that they surround. This produced increasing 
chemical complexity coupled with an increasing diversity of chemical 
structures.  A majority of Chemical Evolution across Space & Time dealt with 
descriptive investigations of what nature has created: humans acting as chemical 
archaeologists trying to comprehend the chemical history of the universe.   

In this volume, a descriptive, investigative theme continues with humans 
using chemical principles to better understand the origins and evolution of life 
and the Earth’s environment as we know it.  Halfway through the volume, the 
perspective shifts.  We begin to see how an increasing mastery of chemical 
construction – literally atom-by-atom – by humans can be used to create a 
deeper knowledge of biological and chemical processes.  Hoye and Sizova point 
out that synthetic chemistry evolves, but not independently: advances in 
synthetic methods have changed chemistry.  We are able to construct chemical 
structures that allow us to better examine nature’s complex methodology.  An 
additional underlying theme in the second half of the book is an increasing 
desire for humans to mimic, and attempt to perfect, nature’s clever mastery of 
creating exceedingly tiny mechanically or electrically functional structures.   
Where the chemistry of the future lies is still a mystery and only time will tell.  
However, we know that the promise of human ingenuity and nanotechnology 
exemplified in this volume will continue to provide new applications and allow 
us increasing control of the produced chemical structures.  The real question is 
what the effect of the structures synthesized with this control will be on the 
environment as a whole.  As seen in the concluding chapter of this volume, the 
effects of human activity on evolutionary processes can be unexpected.  Human 
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ingenuity – and perhaps hubris – will continue to use the ideas of evolution as 
they relate to chemistry to better understand, appreciate and manipulate the 
chemical world. 

This second volume on Chemical Evolution presents review chapters based 
on the proceedings of the symposium, “Chemical Evolution II:  From Origins of 
Life to Modern Society”, that was held on April 7-8, 2008 at the 235th National 
Meeting of the American Chemical Society in New Orleans, Louisiana.  We 
sincerely thank the authors for their valuable contributions to the symposium 
and the book. 

References 

1. Chemical Evolution across Space and Time: From the Big Bang to 
Prebiotic Chemistry; Zaikowski, L.; Friedrich J. M., Eds.; American 
Chemical Society: Washington, DC, 2008; p 430. 
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Chapter 1 

Chemical Evolution: An Introduction 
Robert M. Hazen 

Geophysical Laboratory, Carnegie Institution of Washington,  
5251 Broad Branch Road NW, Washington DC 20015, USA 

Evolution, the process by which systems under non-random 
selective pressure become more complex, has been a pervasive 
force over 4.5 billion years of Earth history. Evolutionary 
episodes, including the prebiotic synthesis of biomolecules, 
the selection and organization of those molecules into self-
replicating systems, the subsequent co-evolution of the geo- 
and biospheres, and the modern-day acceleration of chemical 
evolution through human invention, serve to illustrate this 
recurrent theme.  
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Introduction 

Complex evolving systems are a hallmark of the natural world and are 
observed in a variety of natural and human contexts, including nucleosynthesis 
in stars, diversification of minerals on terrestrial planets, prebiotic organic 
synthesis, development of languages, progress in material culture, and the 
biological evolution of life (1-4). In each of these complex systems the 
distribution of “species” evolves through non-random selective mechanisms, 
and each system displays such qualitatively similar characteristics as 
diversification into niches (radiation), episodic periods of innovation 
(punctuation), and the loss and replacement of previous species (extinction). 
However, these systems differ from each other in fundamental respects, notably 
in the degree to which their species demonstrate mutability, heritability and 
lateral transfer of traits. Comparisons among these disparate evolving systems 
thus point to general principles of emergent complexity. 

Of all the chemical transformations that have shaped the Cosmos since its 
origin 14 billion years ago, none is more remarkable than the chemical origins of 
life. How did the raw materials of primitive Earth – oceans, atmosphere, rocks 
and minerals, and a diverse inventory of organic molecules – become alive? 
Details of that chemical history continue to foster intense debate, but the 
overarching narrative, as represented in the collected essays of these 
proceedings, is becoming clear.   

This volume is the second of two that explore epic chemical changes in the 
Cosmos. The first volume (1) considered the emergence of chemical complexity 
from the earliest era of stellar evolution and the consequent emergence of 
elemental diversity, through planetary evolution and the emergence of 
mineralogical diversity, and ultimately to prebiotic chemical complexification 
and the emergence of life. Here the focus shifts to chemical and biological 
evolution on Earth. The story begins with the prebiotic origin of biomolecules, 
progresses to processes by which those molecules were selected and organized 
into self-replicating systems, examines the co-evolution of the geo- and 
biospheres, and culminates in human manipulation of the chemical realm.  

The Building Blocks of Life 

The first crucial step in life’s emergence on Earth was the synthesis and 
gradual accumulation of abundant carbon-based biomolecules. In the beginning, 
life’s raw materials consisted of oceans, an atmosphere of simple volcanic gases, 
varied rocks and minerals, and an expanding inventory of organic molecules that 
inexorably emerged from cosmochemical and geochemical environments. To 
understand life’s origins we must decipher the chemical processes by which 
these basic ingredients reacted and complexified.  

By the first decades of the 20th century experts agreed that life’s chemical 
origins, wherever and however the processes occurred, depended on three key 
resources. First, water is the medium of all known life forms. All living cells, 
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even those that survive in the most extreme desert ecosystems, are formed 
largely of water. Consequently, the first cells are assumed to have arisen in an 
aqueous environment. The second requirement for life is a reliable energy 
source. The Sun’s radiation provides the most obvious supply for life today, but 
bolts of lightning, impacts of asteroids, Earth’s inner heat, and the chemical 
energy of minerals have also been invoked as life-triggering energy sources. 
Life’s third requirement is an inventory of carbon, oxygen, hydrogen, and 
nitrogen, with lesser amounts of sulfur, phosphorus, and other elements as well.  

The first step in life’s chemical origins must have been the synthesis and 
accumulation of abundant biomolecules (5-7). Cleaves and Lazcano (this 
volume) review the rich variety of geochemical and astrochemical environments 
that promote synthesis of amino acids, carbohydrates, purines, pyrimidines, and 
a wide variety of other organic compounds. The experimental pursuit of 
geochemical organic synthesis, arguably the best understood aspect of life’s 
origin, began in the early 1950s with the pioneering studies of University of 
Chicago graduate student Stanley Miller and his distinguished mentor Harold 
Urey (8,9). Together they demonstrated rapid organic synthesis triggered by the 
ionizing effects of simulated lightning. Other experiments using ultraviolet 
radiation or alpha particles revealed similar chemical synthetic pathways 
(10,11). So facile were these reactions that some researchers assumed that the 
problem of prebiotic chemical evolution had been solved. 

The discovery of abundant organic molecules in some carbonaceous 
meteorites points to additional important extraterrestrial sources of organic 
molecules (12-14). Reactions of UV-irradiated small molecules in the cold 
vacuum of interstellar space produce complex suites of organics (15,16) – 
processes that have been replicated in laboratory experiments (17,18). Comets 
and asteroids continuously delivered supplies of these molecules to the early 
Earth.  

Lightning, alpha particles, and ultraviolet radiation promote chemical 
reactions through ionization and the formation of energetic free radicals. Living 
cells, on the other hand, build organic molecules through sequences of less-
energetic metabolic redox reactions. Many origins-of-life researchers therefore 
point to natural geochemical environments, including deep-ocean hydrothermal 
vents and reactive surfaces of transition-metal minerals, as equally plausible 
energy sources for prebiotic synthesis (19-22). Astrobiologists have strong 
incentives for examining the possibility of such mineral-mediated deep origins. 
If life is constrained to form in a warm little pond or ocean surface then Earth, 
and perhaps ancient Mars or Venus, are the only possible places where life could 
have begun in our Solar System. However, if cells can emerge from deeply 
buried wet zones, then Europa, Callisto, Titan, and other bodies become 
promising targets for astrobiological exploration.  

Russell and Hall (this volume) adopt this premise and suggest that life first 
emerged where dissolved H2 from submarine hot springs reduced dissolved CO2 
in the ancient ocean. They propose that iron-nickel sulfide minerals served as 
catalysts in the generation of essential biomolecules. Other important 
thermodynamic energy sources, Russell and Hall note, resulted from the strong 
pH and thermal gradients between the acidic ocean and alkaline hydrothermal 
fluids.  
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Amend and McCollom (this volume) echo and amplify this view by 
calculating thermochemical parameters of redox reactions that must have 
constituted the earliest metabolisms at geochemically relevant temperatures, 
pressures, and chemical compositions. They thus demonstrate that the molecular 
components that make up a prokaryotic cell can be produced through aqueous 
synthesis from inorganic precursors. 

The conclusion of more than half a century of research is that prebiotic 
synthesis of biomolecules took place in numerous astrochemical and 
geochemical environments. Consequently, Earth’s primitive oceans must have 
been a complex, if dilute, broth of organic chemicals. Regardless of their 
synthetic sources, these simple organic compounds, so widely dispersed in the 
primitive oceans, had to be concentrated and organized by simple 
physicochemical mechanisms. 

Molecular Selection and Organization 

The abundant synthesis of varied prebiotic organic molecules was a 
prerequisite for life, and it is satisfying that so many plausible mechanisms for 
their formation have been demonstrated experimentally. However, this 
profligate production raises another question: how were the essential molecules 
of life selected, concentrated and organized from the messy prebiotic soup. The 
authors of this volume demonstrate a range of possibilities. 

The oceans are of little help because they are so vast – a volume greater 
than a billion cubic kilometers. Even given the most optimistic estimates of 
prebiotic organic synthesis (5), the oceans were never more than a hopelessly 
dilute solution. Making biological macromolecules is further complicated by the 
fact that for every potentially useful small molecule in the prebiotic milieu, 
dozens of other molecular species had no obvious role in biology. Life is 
remarkably selective in its building blocks; the vast majority of carbon-based 
molecules synthesized in prebiotic processes have no biological use whatsoever. 
In such a random, weak solution it would have been difficult for just the right 
combination of molecules to bump into one another to make anything useful in 
the chemical path to life. 

Consider sugar molecules, for example (23). All living cells rely on two 
species of 5-carbon sugar molecules, ribose and deoxyribose (the “R” and “D” 
in RNA and DNA, respectively). Several plausible prebiotic synthesis pathways 
yield a small amount of these essential sugars, but for every ribose molecule 
produced many other kinds of 5-carbon sugar also appear – xylose, arabinose, 
and lyxose, for example. Adding to this chemical complexity are the numerous 
3-, 4-, 6- and 7-carbon sugars, in chain, branch and ring structures. Furthermore, 
many sugar molecules, including ribose and deoxyribose, come in mirror-related 
pairs – left- and right-handed varieties that possess the same chemical formula 
and many of the same physical properties, but differ in shape like left and right 
hands. Prebiotic synthesis pathways generally yield equal amounts of left- and 
right-handed sugars, but cells employ only the right-handed sugar varieties. 
Consequently, many origins researchers focus on the processes by which 
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molecules might have been selected, concentrated and organized into the 
essential structures of life. 

Molecular self-organization represents one solution to the problem, as 
illustrated by the behavior of phospholipid molecules. These long, slender 
building blocks of cell membranes feature one hydrophilic (water loving) end, 
while the rest of the molecule is hydrophobic (water hating). Consequently, 
when placed in water, life’s lipids spontaneously self-organize into tiny cell-like 
spheres – a self-organizing process that is rapid and spontaneous (24-26).  

Zimmerman et al. (this volume) demonstrate an example of this self-
selection process in the base-pairing of adenine and thymine (the A and T of the 
genetic alphabet), which together display unexpected stability. Zimmerman and 
colleagues employed both experiments and computations to compare the free 
energy of formation of numerous base pairs. The exceptional results for the A-T 
combination suggest that this pairing may represent a deterministic aspect of 
life’s chemical origins. 

Continuing on this theme, Seidel and Zaikowski (this volume) review 
examples of coordination-driven self-assembly of macromolecular structures, 
including a variety of polyhedral forms, as well as large rings and cages. The 
observed processes of supramolecular assembly have direct parallels to self-
assembly of structures in biological systems. Similar self-assembly phenomena 
must also have played a significant role in the origin of the first RNA-like 
polymers, according to Bean, Lynn, and Hud (this volume). They hypothesize 
that life’s first informational polymers incorporated chemical modules similar to 
those of RNA, but were distinct in that they self-organized in prebiotic 
environments. Furthermore, they suggest, small catalytic peptides formed 
through drying-heating reactions and assembled into surfaces and vesicles. This 
postulated co-evolution of peptide enzymes and genetic polymers represents one 
viable compromise solution in the chicken-and-egg dilemma of whether a 
metabolic cycle or genetic polymers came first in life’s origins. 

In spite of these advances, most molecules don’t self organize. 
Consequently, many scientists have focused on surfaces as an alternative 
solution to the problem of selection and organization. Chemical complexity 
often arises at surfaces, where different molecules can congregate and interact. 
The surface of the ocean where air meets water is one promising interface, 
where a primordial oil slick might have concentrated organic molecules (27). 
Evaporating tidal pools where rock and water meet and cycles of evaporation 
concentrate stranded chemicals provide another appealing scenario for origin-of-
life chemistry (28). Deep within the crust and in hydrothermal volcanic zones 
mineral surfaces may have embraced a similar role, selecting, concentrating and 
organizing molecules on their periodic crystalline surfaces (29-32).  

Solid rocks provide especially attractive surfaces for concentration and 
assembly of molecules. Experiments reveal that amino acids concentrate and 
polymerize on clay particles to form small, protein-like molecules, while layered 
minerals also have the ability to adsorb and assemble the building blocks of 
RNA or accumulate small organic molecules in the relatively large spaces 
between layers (33-35). Once confined and concentrated, these small molecules 
tend to react to form larger molecular species that aren’t otherwise likely to 
emerge from the soup.  
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One of the most intriguing and confounding examples of prebiotic 
molecular selection is the ancient incorporation of handedness. Many of the 
most important biomolecules, amino acids and sugars included, come in mirror 
image “chiral” pairs. These left- and right-handed molecules have virtually the 
same energies and physical properties, and all known prebiotic synthesis 
pathways produce chiral molecules in essentially 50:50 mixtures. Thus, no 
obvious inherent reason exists why left or right should be preferred, yet living 
cells display the most exquisite selectivity, choosing right-handed sugars over 
left, and left-handed amino acids over right (7,32,36,37).  

Some analyses of chiral amino acids in carbonaceous meteorites point to the 
possibility that Earth was seeded by amino acids that already possessed a left-
handed bias (38-40), though recent analyses of amino-acid-rich meteorites may 
cast doubt on these findings (14). According to one scenario, left-handed 
molecules could have been concentrated if circularly polarized synchrotron light 
from a rapidly rotating neutron star selectively photolyzed right-handed amino 
acids in the solar nebula (41-43). However, it is also difficult to eliminate 
entirely the possibility of a left-handed overprint imposed in the laboratory 
during the difficult extraction and analysis of trace quantities of meteorite 
organics.  

Alternatively, many origin-of-life researchers argue that the chirality of life 
occurred as a chance event – the result of an asymmetric local physical 
environment on Earth. Such local chiral environments abounded on the prebiotic 
Earth, both as chiral molecules, themselves, and in the form of asymmetric 
mineral surfaces (44,45). Minerals often display chiral crystal faces, which 
might have provided templates for the assembly of life’s molecules. 
Experiments show that left- and right-handed mineral surfaces provide one 
possible solution for separating a 50:50 mixture of L and D molecules (46,47).  

Whatever the origin, either global or local, of chiral molecular excesses, the 
subsequent amplification of chirality has been successfully tackled by 
Klussmann and Blackmond (this volume). They provide an experimental 
demonstration of physical mechanisms based on the phase behavior of chiral 
amino acids in aqueous systems and in equilibrium, making it a robust and likely 
model for the prebiotic soup. 

The emergence of highly selected and organized macromolecular structures 
is an essential step, but not the final one, in the progression from geochemistry 
to biochemistry. Life requires that macromolecules be incorporated into a self-
replicating system. Two contrasting models of the first self-replicating system 
are debated. On the one hand, metabolism, by which chemicals react to release 
energy and manufacture molecules that reinforce the metabolic cycle, requires a 
sequence of chemical reactions that work in concert (3,7,29,48). On the other 
hand, the genetics-first scenario assumes a self-replicating and catalytic 
molecule like RNA that promotes its own replication while passing information 
from one generation to the next (49-51). Whichever scenario proves correct, a 
self-replicating molecular system, with its intrinsic potential for small chemical 
mutations and thus competition from competing cycles, would have experienced 
rapid evolution by the process of natural selection (52,53). This chemical origin 
of life forever transformed Earth’s surface and led to the co-evolution of the 
geo- and biospheres. 
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Co-Evolution of the Geo- and Biospheres 

Four billion years ago the seeds of life had been firmly planted. The 
Archean Earth boasted substantial repositories of serviceable organic molecules, 
which became locally concentrated and assembled into vesicles and polymers of 
biological interest. Once the first molecular replicator emerged, molecular 
natural selection took off. In such a world, nascent biology and ancient 
geochemistry became inextricably entwined. For example, Earth’s surface 
mineralogy diversified as a result of varied microbial influences, which altered 
ocean and atmospheric chemistries at scales from local to global (2).  

Authors in this volume then explore how the chemical environment at 
Earth’s surface has evolved since life began. The greatest single change in 
Earth's 4.5 billion year history was the transition from an anoxic world to the 
oxygenated world of today – the byproduct of oxygenic photosynthesis, which 
greatly increased the energy available to the biosphere. We now recognize two 
major increments in atmospheric oxygen – the Great Oxygenation Event of 2.2 
to 2.0 Ga (54-56) and the post-glacial Neoproterozoic events of 0.75 to 0.54 Ga 
(57,58). These transitions created profound biochemical challenges, because life 
had to develop new strategies to harvest redox-sensitive, bioessential elements 
such as Fe, Cu and Mo, while combating oxidative cellular damage. Burrows 
(this volume) explores how eukaryotes, which emerged about 2 billion years 
ago, initiated DNA repair to survive in the presence of reactive oxygen species. 
She reviews the remarkable evolution of DNA polymerase and repair enzymes 
that deal with the estimated thousands of daily oxidative damage events. 

Continuing in this vein, Hemming (this volume) considers more recent 
feedbacks between life and atmospheric changes that affect climate.  He uses 
boron isotopes, which serve as a proxy for ancient ocean pH. Because of 
interactions between the atmosphere and surface ocean, these isotopic data 
reveal natural variations in atmospheric CO2 concentrations. Understanding such 
natural co-variability in atmospheric composition and climate is essential if we 
are to document and predict the role of anthropogenic influences on present and 
future climates.  

In this volume’s concluding contribution, Palumbi considers a troubling 
aspect of the intimate connection between the geo- and biospheres – that is, the 
rapid biological evolution that may result from human-induced environmental 
changes. Significant changes in the biosphere, including landscape 
fragmentation, overuse of antibiotics, application of pesticides, overfishing and 
climate change, exert strong bio-selection pressures. Palumbi explains that for 
species with large populations and rapid generation times, including many 
pathogens and insects, rapid evolution is often the result. However, species with 
relatively small populations and long reproductive cycles (polar bears and the 
great apes come to mind) often exhibit rapid population declines under such 
environmental changes. These evolutionary consequences of human-induced 
environmental changes are not abstract findings. The emergence of new highly-
virulent anti-biotic-resistant pathogens and aggressive herbicide-resistant weeds 
has resulted in increased costs for medical care and agricultural products. 
However, such unintended consequences of human activities are only part of the 
modern story of chemical evolution.  
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Directed Chemical Evolution 

The past two centuries have seen the arrival of a new era of chemical 
evolution, one fostered by human invention and creativity. Hoye (this volume) 
reviews this rapid evolution of chemistry through developments in synthesis, 
especially organic synthesis. He emphasizes how progress has been accelerated 
through the use of theoretical models, analytical developments, and a host of 
novel catalysts.  

A number of challenging chemical problems serve to illustrate advances in 
the modern era of directed chemical evolution. Muckerman and Fujita (this 
volume) consider efforts to develop artificial photosynthesis, by which sunlight, 
water and carbon dioxide are converted into carbohydrates and oxygen. They 
summarize two distinct approaches to realizing the goal of artificial 
photosynthesis: structural models vs. functional models of the natural systems. 
Shen and Rajski (this volume) describe a similar natural systems strategy to 
developing drugs that mimic biological products, which are the basis for most 
new drug discovery and development. He observes that advances in genetics and 
in documenting biosynthetic pathways are making it possible to identify 
valuable natural products and to craft new synthetic chemicals.  

Marti and Turro (this volume) discuss the flourishing field of fluorescent 
responsive molecular probes for use in the detection of oligonucleotides. Varied 
strategies, including molecular beacons and binary probes, are now used to track 
mRNA in vivo, quantify the polymerase chain reaction in vitro, and many other 
applications. The implementation of dye combinations, excimer-forming 
molecules, and metal complexes is further expanding the range of applications 
for these fluorescent markers. 

Given the vast number of possible useful chemicals, combinatorial 
approaches to chemical synthesis and testing are proving to be a valuable way to 
identify highly functional molecules. A step beyond this synthesis of individual 
chemical species is the nano-world of molecular machines, such as artificial 
molecular motors, which require the collective interactions of numerous 
specialized molecules. Bell (this volume) considers major types of natural and 
artificial molecular motors, with an emphasis on recent research to design 
energy-efficient molecular subunits.  

Conclusions: Complex Evolving Systems 

This volume outlines how three distinct stages of chemical evolution – 
prebiotic, biological, and human-directed – have framed Earth’s 4.5-billion year 
history. Each stage saw significant chemical complexification driven by varied 
selection processes. In the prebiotic era equilibrium physico-chemical 
mechanisms prevailed, as atmosphere, oceans, and rocks interacted under a wide 
range of environments on and beneath Earth’s solid surface. Synthesis was 
promoted by solar and geothermal energy sources, amplified by such 
geochemical complexities as thermal and compositional gradients, fluid fluxes, 
solid-fluid and fluid-fluid interfaces, and cycles of light, heat, and tides. These 
environmental variables promoted the synthesis, selection, concentration and 
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organization of organic molecules into the first self-replicating, mutable 
chemical entities – the first form of life. 

Life, with its paired abilities to mutate and to pass those mutations on to 
subsequent generations, promoted our planet’s second stage of chemical 
evolution and inexorably increased the variety and modified the distribution of 
chemical substances in Earth’s near-surface environment. The innovation of 
catalytic proteins and polynucleotides, in particular, altered the chemical 
landscape of our planet. Consequently, for at least three billion years microbial 
activities have altered the chemistries of Earth’s atmosphere and oceans, thus 
driving the co-evolution of the geo- and biospheres. Atmospheric oxygenation, 
the innovation of biomineralized skeletons, and the colonization of terrestrial 
habitats all expanded the influence of life on Earth’s surface chemistry.  

The past two centuries have seen a third, far more rapid stage of human-
directed chemical evolution, with global-scale exploitation of minerals and fossil 
fuels, and the synthesis of countless new chemical products. These dramatic 
developments have resulted in remarkable improvements in human health and 
productivity, but changes in our chemical environment have also led to 
unintended consequences, both known and as yet unresolved. Let us hope that 
with our new ability to guide chemical evolution will also come the insight and 
desire to use that power wisely. 
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Chapter 2 

The Origin of Biomolecules 
H. James Cleaves II1 and Antonio Lazcano2 

1Geophysical Laboratory, Carnegie Institution of Washington, Washington, 
DC, 20015, USA  

2Facultad de Ciencias, UNAM, Apartado Postal 70-407, Ciudad 
Universitaria, 04510 México DF, México 

The ease of formation of amino acids, purines, pyrimidines, 
sugars and a wide variety of other organic compounds under 
plausible prebiotic conditions suggests that these molecules 
may have been present in the primitive terrestrial environment. 
It is likely that collisions of cometary nuclei with the primitive 
Earth, combined with the contribution from other 
extraterrestrial bodies such as meteorites and interplanetary 
dust particles, may have supplemented the primordial broth 
with extraterrestrial organic molecules.  Submarine 
hydrothermal vents also likely played some role in prebiotic 
organic evolution.  The primordial soup may have been a 
bewildering organic chemical wonderland, but it likely did not 
include all the compounds or molecular structures found in 
modern living systems. Regardless of their ultimate origin, 
simple organic compounds dissolved in the primitive oceans 
would need to be concentrated and polymerized by simple 
physicochemical mechanisms. 
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Introduction 

How life started on Earth is not known. Although the processes that led to it 
remain elusive, most explanations suggest that the first forms of life were the 
evolutionary outcome of a complex mixture of organic compounds of abiotic 
origin; i.e., the discussion of the origin of life is necessarily a discussion of 
organic chemistry.  Not surprisingly, some of our modern ideas on the origin of 
life have developed in tandem with discoveries in organic and biochemistry.  
This chapter will attempt to summarize experimental findings regarding the 
synthesis of organic building blocks that may have been important for the origin 
of life on Earth. 

In 1828 Friedrich Wöhler demonstrated that heating ammonium cyanate 
would lead to urea, a result that represented the first synthesis of an organic 
compound from inorganic starting materials. A new era in chemical research had 
begun: in 1850 Adolph Strecker synthesized alanine in the laboratory from 
acetaldehyde, ammonia and hydrogen cyanide. This was followed by Butlerov’s 
demonstration that the treatment of formaldehyde with alkaline catalysts leads to 
the synthesis of sugars. Since until the 1920’s it was generally assumed that that 
the first living beings had been autotrophs, the abiotic formation of these organic 
compounds was not considered a necessary prerequisite for the origin of life.  
These syntheses were also not conceived of as prebiotic laboratory simulations, 
but rather as attempts to understand the autotrophic mechanisms of nitrogen 
assimilation and CO2 fixation in green plants.  

The situation changed with the proposal of an heterotrophic origin of life 
made in 1924 by A. I. Oparin (1), a young Russian biochemist. Oparin was 
convinced that it was impossible to reconcile his Darwinian beliefs in a gradual 
evolution of complexity with the commonly held suggestion that life had 
emerged already endowed with an autotrophic metabolism. He reasoned that 
since heterotrophic anaerobes were metabolically simpler than autotrophs, the 
former would necessarily have evolved first. Based on the simplicity of 
fermentative metabolism, Oparin (1) suggested that the first organisms must 
have been heterotrophic bacteria that could not make their own food but 
consumed organic material present in the primitive milieu. 

Five years later John B.S. Haldane (2) independently published a similar 
hypothesis, which explains why such views are often credited to both scientists.  
Oparin’s ideas were further elaborated in a more extensive book published in 
1936 in Russian and two years later translated into English (3).  In this new 
book, which is a major classic in evolutionary analysis, Oparin revised his 
original proposal, leading to the assumption of a highly reducing milieu in 
which iron carbides of geological origin would react with steam to form 
hydrocarbons. Their oxidation would yield alcohols, ketones, aldehydes, etc., 
that would then react with ammonia to form amines, amides and ammonium 
salts. The resulting protein-like compounds would form a hot dilute soup, which 
would aggregate to form colloids or coacervates, from which the first 
heterotrophic microbes evolved. Oparin did not address in his 1938 book the 
origin of nucleic acids, because at the time their role in genetic processes was 
not yet suspected (3). 
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For Oparin (3), highly reducing atmospheres corresponded to mixtures of 
CH4, NH3, and H2O with or without added H2. The atmosphere of Jupiter 
contains these chemical species, with H2 in large excess over CH4. Oparin’s 
proposal of a primordial reducing atmosphere was a brilliant inference from the 
then fledgling knowledge of solar atomic abundances and planetary 
atmospheres. The benchmark contributions of Oparin’s 1938 book include the 
hypothesis that heterotrophs and anaerobic fermentation were primordial, which 
led him to refine the idea of the proposal of a reducing atmosphere that could 
allow the prebiotic synthesis and accumulation of organic compounds. These 
ideas played a major role in shaping the views of Harold Clayton Urey, an avid 
experimentalist with a wide range of scientific interests that was interested in the 
composition of the early atmosphere based on then popular ideas of solar system 
formation. In 1952 Urey published The Planets, their Origin and Development 
(4), which delineated his ideas of the formation of the solar system, a formative 
framework into which most origin of life theories are now firmly fixed, albeit in 
slightly modified fashion.  

However, not everybody accepted these ideas. In 1951 Rubey proposed an 
outgassing model based on an early core differentiation and assumed the early 
atmosphere would have been reminiscent of modern volcanic gases (5). In his 
model Rubey estimated that a CH4 atmosphere could not have persisted for 
much more than 105 to 108 years due to photolysis (5).  The Urey/Oparin 
atmospheric (CH4, NH3, H2O) models are thus based on astrophysical and 
cosmochemical models, while Rubey's CO2, N2, H2O model is based on 
extrapolation of the geological record. Although this early theoretical work has 
had a great influence on subsequent research, modern thinking on the origin and 
evolution of the chemical elements, the solar system, the Earth, and its 
atmosphere and oceans has not been shaped largely with the origin of life as a 
driving force.  On the contrary, current origin of life theories have been 
modified to fit contemporary models in geo- and cosmochemistry. 

The Primitive Terrestrial Atmosphere 

The origin of life can be constrained into a relatively short period of the 
Earth's history.  On the upper end, the age of the solar system has been 
determined to be approximately 4.65 billion years from isotopic data from 
terrestrial minerals, lunar samples and meteorites, and the Earth-moon system is 
estimated to be approximately 4.5 billion years old.  The early age limit for the 
origin of life on Earth may also be constrained by the lunar cratering record, 
which suggests that the flux of large asteroids impacting the early Earth's surface 
until ~ 3.9 billion years ago was sufficient to boil the terrestrial oceans and 
sterilize the planet.  On the more recent end, there is putative isotopic evidence 
for biological activity from ~3.8 billion years ago (living systems tend to 
incorporate the lighter isotope of carbon, 12C preferentially over 13C during 
carbon fixation due to metabolic kinetic isotope effects).  There is more 
definitive fossil evidence from ~ 3.5 billion years ago in the form small organic 
inclusions in cherts morphologically similar to cyanobacteria, as well as 
stromatolitic assemblages (layered mats reminiscent of the layered deposits 
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created by modern microorganismal communities).  Thus the time window for 
the origin of life appears to be between ~3.9 billion and 3.8 billion years ago.  
Life would have had to originate in a relatively short period, and the synthesis 
and accumulation of the organic compounds for this event must have preceded it 
in an even shorter time period (6).  The synthesis and survival of organic 
biomonomers on the primitive Earth would have depended on the prevailing 
environmental conditions.  Unfortunately, to a large degree these conditions are 
poorly constrained by geological evidence. 

The temperature at which the planets accreted is important for 
understanding the early Earth's atmosphere, which in turn is essential for the 
possibility of terrestrial prebiotic organic synthesis.  This depends on the rate of 
accretion.  If the planet accreted slowly, more of the primitive atmosphere may 
have been derived from planetesimals, likely reminiscent of the reducing 
chemistry of the early solar nebula, and this could have been retained.  If it 
accreted rapidly, an idea which is currently favored, the original atmosphere 
would have been lost and the primitive atmosphere would have been the result 
of outgassing of retained volatiles and subsequent extraterrestrial delivery of 
volatiles. CH4, CO2, CO, NH3, H2O and H2 are the most abundant molecular gas 
species in the solar system, and this was likely true on the early Earth as well, 
although their relative proportions is unknown.  It remains contentious whether 
the Earth’s water was released via volcanic exhalation of water associated with 
minerals accreted during planetary formation or whether it was accreted from 
comets and other extraterrestrial bodies during planet formation. 

It seems unlikely that the Earth kept much of its earliest atmosphere during 
early accretion, thus the primordial atmosphere would have been derived from 
outgassing of the planet's interior, which is thought to have occurred at 
temperatures between 300 to 1500° C.  Modern volcanoes emit a wide range of 
gas mixtures, most of which is CO2 and SO2, rather than CH4 and H2S. 
However, it seems likely that most of the gases released today are from the 
reactions of reworked crustal material and water, and do not represent 
components of the Earth's deep interior.  Thus modern volcanic gases may tell 
us little about the early Earth's atmosphere. 

It is likely that the oxidation state of the early mantle governed the 
distribution of reducing gases released during outgassing.  Holland (7) proposed 
a multistage model based on the Earth being formed through cold homogeneous 
accretion in which the Earth's atmosphere went through two stages, an early 
reduced stage before complete differentiation of the mantle, and a later 
neutral/oxidized stage after differentiation.  During the first stage, the redox 
state of the mantle was governed by the Fe°/Fe2+ redox pair, or iron-wustite 
buffer.  The atmosphere in this stage would be composed of H2O, H2, CO and 
N2, with approximately a 0.27 - 2.7 x 10-5 atm of H2.  Once Fe° had segregated 
into the core, the redox state of magmas would have been controlled by the 
Fe2+/Fe3+ pair, or fayalite-magnetite-quartz buffer. 

Little is agreed upon about the composition of the early atmosphere other 
than that it almost certainly contained very little free oxygen.  Free oxygen can 
be produced by the photo-dissociation of water, but today this occurs rather 
slowly, and it seems likely that the steady state would have been low early in the 
Earth's history due to reaction with reduced metals in the crust and oceans such 
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as Fe2+. Although it is generally accepted that free oxygen was absent from the 
early Archean Earth, there is no agreement on the composition of the primitive 
atmosphere; opinions vary from strongly reducing (CH4 +N2/NH3 + H2O, or 
CO2 + H2 + N2) to neutral (CO2 + N2 + H2O).   

If a reducing atmosphere was required for terrestrial prebiotic organic 
synthesis, the crucial question becomes the source of H2.  Miller and Orgel (8) 
have estimated the pH2 as 10-4 to 10-2 atm. Molecular hydrogen could have been 
supplied to the primitive atmosphere by several sources.  First if there had been 
extensive weathering of Fe2+ bearing rocks which had not been equilibrated with 
the mantle, followed by photo-oxidation in water (9), although this reaction may 
also have been equilibrated during volcanic outgassing. The oxidation sate of the 
atmosphere is important for the production of HCN, which is essential for the 
synthesis of amino acids and purine nucleobases, as well as cyanoacetylene for 
pyrimidine nucleobase synthesis.  In CH4/N2 atmospheres HCN is produced 
abundantly (10, 11), but in CO2/N2 atmospheres most of the N atoms produced 
by splitting N2 recombine with O atoms to form NOx species.  

Urey's early assumptions as to the constitution of the primordial atmosphere 
lead to the landmark 1953 Miller-Urey experiment that succeeded in producing 
copious amounts of organic compounds including many important in modern 
biochemistry (12). Yields of intermediates as a function of the oxidation state of 
the gases involved have been investigated and it has been shown that reduced 
gas mixtures are generally much more conducive to organic synthesis than 
oxidizing or neutral gas mixtures.  This appears to be because of the likelihood 
of reaction terminating O radical collisions where the partial pressure of O 
containing species is high.  Even mildly reducing gas mixtures produce copious 
amounts of organic compounds, and it seems likely that energy was the not the 
limiting factor (11). 

Prebiotic Synthesis of Amino Acids 

The first successful prebiotic amino acid synthesis was carried out with an 
electric discharge (Figure 1) and a strongly reducing model atmosphere of CH4, 
NH3, H2O, and H2 (12). The result of this experiment was a large yield of 
racemic amino acids, together with hydroxy acids, short aliphatic acids, and 
urea. One of the surprising results of this experiment was that the products were 
not a random mixture of organic compounds, but rather a relatively small 
number of compounds were produced in substantial yield. Moreover, with a few 
exceptions, the compounds were of biochemical significance. 
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Figure 1. The Miller-Urey apparatus.  (Reproduced from reference 14. 

Copyright 1957 Elsevier.) 

The presence of large quantities of hydrogen cyanide, aldehydes and 
ketones in the water flask (Figure 2), which were clearly derived from the 
methane, ammonia, and hydrogen originally included in the apparatus (Figure 
2), showed that the amino acids were not formed directly in the electric 
discharge, but were the outcome of a Strecker-like synthesis that involved 
aqueous phase reactions of reactive intermediates (13). Both amino- and 
hydroxy acids can be synthesized at high dilutions of HCN and aldehydes in a 
simulated primitive ocean (14). The reaction rates depend on temperature, pH, 
HCN, NH3, and aldehyde concentrations, but are rapid on geologic time scales: 
the half-lives for the hydrolysis of the intermediate products in the reactions, 
amino- and hydroxy-nitriles, are less than a thousand years at 0° C (15).  An 
additional example of a rapid prebiotic synthesis is that of amino acids on the 
Murchison meteorite (which will be discussed later), where it apparently took in 
a period of time as fast as 104 years (16).  These results suggest that if the 
prebiotic environment was reducing, then the synthesis of the building blocks of 
life was efficient and did not constitute the limiting step in the emergence of life. 
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Figure 2. Variations in the concentrations of ammonia, aldehydes and hydrogen 

cyanide in the Miller-Urey experiment. 

The Strecker synthesis of amino acids requires the presence of ammonia 
(NH3) in the prebiotic environment. As gaseous ammonia is rapidly decomposed 
by ultraviolet light (17), during early Archean times the absence of a significant 
ozone layer would have limited ammonia’s atmospheric concentration (Figure 
3).  However, since ammonia is very soluble in water, if the primitive oceans 
had a pH ~8, then dissolved NH4

+ (the pKa of NH3 is ~ 9.2) in equilibrium with 
dissolved NH3 would have been available.  Since NH4

+ is similar in size to K+ 
and thus easily enters the same exchange sites on clays, NH4

+ concentrations 
were probably no higher than 0.01 M.  A more realistic atmosphere for the 
primitive Earth may be a mixture of CH4 with N2 with traces of NH3. There is 
experimental evidence that this mixture of gases is quite effective with electric 
discharges in producing amino acids (16). Such an atmosphere, however, would 
nevertheless be strongly reducing. Alternatively, amino acids can be synthesized 
from the reaction of urea, HCN, and an aldehyde or a ketone, via the Bucherer-
Bergs synthesis (Figure 4).  This reaction pathway may have been significant if 
little ammonia were available. 
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Figure 3. The Strecker and cyanohydrin mechanisms for the formation of amino- 

and hydroxy-acids from ammonia, cyanide, aldehydes and ketones. 

 
Figure 4. The Bucherer-Bergs reaction mechanism. 

A wide variety of direct sources of energy must have been available on the 
primitive Earth. It is likely that in the prebiotic environment solar radiation, and 
not atmospheric electricity, was the major source of energy reaching the Earth’s 
surface. However, it is unlikely that any single one of the energy sources can 
account for all organic compound syntheses. The importance of a given energy 
source in prebiotic evolution is determined by the product of the energy 
available and its efficiency in generating organic compounds. Given our current 
ignorance of the prebiotic environment, it is impossible to make absolute 
assessments of the relative significance of these different energy sources. For 
instance, neither the pyrolysis (800° to 1200° C) of a CH4/NH3 mixture or the 
action of ultraviolet light acting on a strongly reducing atmosphere give good 
yields of amino acids. However, the pyrolysis of methane, ethane, and other 
hydrocarbons gives good yields of phenylacetylene, which upon hydration 
yields phenylacetaldehyde. The later could then participate in a Strecker 
synthesis and act as a precursor to the amino acids phenylalanine and tyrosine in 
the prebiotic ocean (15). 
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Experiments suggest that electric discharges were the most important source 
of hydrogen cyanide, which is an important intermediate in prebiotic synthesis. 
However photochemical mechanisms could also have been significant (18).  In 
addition to its central role in the formation of amino nitriles during the Strecker 
synthesis, HCN polymers have been shown to be a source of amino acids.  Ferris 
et al. (19) demonstrated that in addition to urea, guanidine, and oxalic acid, 
hydrolysis of HCN polymers produces glycine, alanine, aspartic acid, and α-
aminoisobutyric acid.  Modern organisms construct their proteins from ~ 20 
universal amino acids which are almost exclusively of the L enantiomer.  The 
amino acids produced by prebiotic syntheses are racemic.  It is unlikely that all 
of the modern amino acids were present in the primitive environment, and it is 
unknown which if any may have been important for the origin of life. 

Acrolein would have been produced in fairly high yield from the reaction of 
acetaldehyde with HCHO (20), which has several very robust atmospheric 
syntheses.  Acrolein can be converted into several of the biological amino acids 
via reaction with various plausible prebiotic compounds (21) (Figure 5). 

There has been less experimental work with gas mixtures containing CO 
and CO2 as carbon sources instead of CH4, although CO-dominated atmospheres 
could not have existed except transiently.  Spark discharge experiments using 
CH4, CO, or CO2 as a carbon source with various amounts of H2 have shown 
that methane is the best source of amino acids, but CO and CO2 are almost as 
good if a high H2/C ratio is used (Figure 6). Without added hydrogen, however, 
the amino acid yields are often quite low, especially when CO2 is the sole carbon 
source.  Recent results, however, suggest that amino acid yields from neutral 
atmospheres may be much better than previously thought (22).  For example, it 
was found that buffering the solution pH near neutral and addition of oxidation 
inhibitors increased the amino acid yields from CO2/N2/H2O electric discharge 
reactions by several hundred fold.   

The amino acid diversity produced in CH4 experiments are similar to those 
reported by Miller (12). With CO and CO2, however, glycine was the 
predominant amino acid, with little else besides alanine produced (15).  

The implication of these results is that CH4 is the best carbon source for 
abiotic synthesis. Although glycine was essentially the only amino acid 
produced in spark discharge experiments with CO and CO2, as the primitive 
ocean matured the reaction between glycine, H2CO, and HCN could have lead to 
the formation of other amino acids such as alanine, aspartic acid, and serine. 
Such simple mixtures may have lacked the chemical diversity required for 
prebiotic evolution and the origin of the first life forms. However, since it is not 
known which amino acids were required for the emergence of life, we can say 
only that CO and CO2 are less favorable than CH4 for prebiotic amino acid 
synthesis, but that amino acids produced from CO and CO2 may have been 
adequate. The spark discharge yields of amino acids, HCN, and aldehydes are 
about the same using CH4, H2/CO >1, or H2/CO2 >2. However, it is not clear 
how such high molecular hydrogen-to-carbon ratios for the last two reaction 
mixtures could have been maintained in the prebiotic atmosphere. 
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Figure 5. Acrolein as a precursor in the prebiotic synthesis of biological amino 

acids. 

 

Figure 6. Amino acid yields based on initial carbon. In the experiments 
summarized here, the partial pressures of N2, CO and CO2  were 100 torr. The 

flask contained 100 ml of water but no NH3. Experiments were conducted at 
room temperature, and the spark generator was operated continuously for two 

days.  (Reproduced from reference 121. Copyright 1983 Springer.) 

Synthesis of Nucleic Acid Components 

In all known living organisms genetic information is stored in DNA, which 
is composed of repeating units of deoxyribonucleotides, which in turn is 
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transcribed into linear polymers of RNA, which are composed of repeating 
polymers of ribonucleotides.  The difference between these is the use of 
deoxyribose in DNA and ribose in RNA, and uracil in RNA and thymine in 
DNA. Proposals for the existence of an "RNA World", a period during early 
biological evolution when biological systems used RNA both as a catalyst and 
an informational macromolecule, suggest that ribose may have been among the 
oldest carbohydrates to be employed by living beings. Although it is now 
doubted that RNA was formed directly from the primordial soup, experimental 
simulations of the prebiotic environment have shown the ease of formation of 
purines, pyrimidines and sugars. As shown long ago by Butlerov (23) together 
with the other sugars that are produced by the condensation of formaldehyde 
under alkaline conditions, it is also one of the organic compounds synthesized in 
the laboratory under prebiotically relevant conditions. Non-enzymatic 
phosphorylation reactions are also discussed below, although they may be 
unlikely prebiotic processess. 

Purines 

The first evidence that the components of nucleic acids may have been 
synthesized abiotically was provided in 1960 when Oró (24) reported the abiotic 
formation of adenine, which may be considered a pentamer of HCN (C5H5N5) 
from aqueous NH4CN. Oró found concentrated solutions of ammonium cyanide, 
which were refluxed for a few days, produced adenine in up to 0.5% yield along 
with 4-aminoimidazole-5 carboxamide and an intractable polymer (24, 25). The 
polymer also yields amino acids, urea, guanidine, cyanamide and cyanogen.  It 
is surprising that a synthesis requiring at least 5 steps should produce such high 
yields of adenine.  The mechanism of synthesis has since been studied in some 
detail.  The initial step is the dimerization of HCN followed by further reaction 
to give HCN trimer and HCN tetramer, diaminomaleonitrile (DAMN)(Figure 7). 

 
Figure 7.  The mechanism of formation of DAMN from HCN.  

As demonstrated by Ferris and Orgel (26), a two-photon photochemical 
rearrangement of diaminomaleonitrile proceeds readily with high yield in 
sunlight to amino imidazole carbonitrile (AICN) (Figure 8). Other purines 
including guanine, hypoxanthine, xanthine, and diaminopurine could have been 
produced in the primitive environment by variations of the adenine synthesis 
using aminoimidazole carbonitrile and aminoimidazole carboxamide (27, 28) 
with other small molecule intermediates generated from HCN. Further reactions 
of AICN with other small molecules generated in polymerizing HCN have been 

D
ow

nl
oa

de
d 

by
 C

O
L

U
M

B
IA

 U
N

IV
 o

n 
Ju

ne
 2

8,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
00

2

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



28 

shown to produce purines (Figure 9). These mechanisms, however, are likely an 
oversimplification. In dilute aqueous solutions adenine synthesis may also 
involve the formation and rearrangement of other precursors such as 2-cyano 
and 8-cyano adenine (29). 

The steady state concentrations of HCN would have depended on the pH 
and temperature of the early oceans and the input rate of HCN from atmospheric 
synthesis.  Assuming favorable production rates, Miyakawa et al. (30) estimated 
steady state concentrations of HCN of 2 x 10-6 M at pH 8 and 0°C in the 
primitive oceans.  At 100° C and pH 8 the steady state concentration was 
estimated as 7 x 10-13 M.  HCN hydrolyzes to formamide which then hydrolyzes 
to formic acid and ammonia. It has been estimated that oligomerization and 
hydrolysis compete at approximately 10-2 M concentrations of HCN at pH 9 
(31), although it has been shown that adenine is still produced from solutions as 
dilute as 10-3 M (32). If the concentration of HCN were as low as estimated, it is 
possible that HCN tetramer formation may have occurred on the primitive Earth 
in eutectic solutions of HCN-H2O, which may have existed in the polar regions 
of an Earth of the present average temperature. High yields of the HCN tetramer 
have been reported by cooling dilute cyanide solutions to temperatures between 
–10° C and –30° C for a few months (31). Production of adenine by HCN 
polymerization is accelerated by the presence of formaldehyde and other 
aldehydes, which could have also been available in the prebiotic environment 
(29). 

Reexamination of the polymerization of concentrated NH4CN solutions has 
shown that in addition to adenine, guanine is also produced at both -80° C and -
20° C (33). It is probable that most of the guanine obtained from the 
polymerization of NH4CN is the product of 2, 6-diaminopurine hydrolysis, 
which reacts readily with water to give guanine and isoguanine. Adenine, 
guanine, and a simple set of amino acids dominated by glycine have also been 
detected in dilute solutions of NH4CN which were kept frozen for 25 years at -
20° and -78° C, as well as in the aqueous products of spark discharge 
experiments from a reducing experiment frozen for 5 years at -20° C (34).  

A wide variety of other modified purines may also have been available on 
the early Earth. The list includes isoguanine, which is a hydrolytic product of 
diaminopurine (33), and several modified purines which may have resulted from 
reactions of adenine or guanine with alkylamines under the concentrated 
conditions of a drying pond (35) including N6-methyladenine, 1-methyl-adenine, 
N6,N6-dimethyladenine, 1-methylhypoxanthine, 1-methylguanine, and N2-
methylguanine.  

 
Figure 8. The synthesis of aminoimidazolecarbonitrile (AICN) via 

photoisomerization of DAMN. 
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Figure 9.  Production of purines from the reaction of AICN with other small 

molecules. 

Pyrimidines 

The prebiotic synthesis of pyrimidines has also been investigated 
extensively.  The first synthesis investigated was that of uracil from malic acid 
and urea (36).  The abiotic synthesis of cytosine in an aqueous phase from 
cyanoacetylene (HCCCN) and cyanate (NCO-) was later described (37, 38). 
Cyanoacetylene is abundantly produced by the action of spark discharges on 
CH4:N2 mixtures, and cyanate is produced from cyanogen (NCCN) or from the 
decomposition of urea.  Cyanoacetylene is also a Strecker synthesis precursor to 
aspartic acid.  However, the high concentrations of cyanate (>0.1 M) required in 
this reaction are unrealistic, since cyanate is rapidly hydrolyzed to CO2 and NH3.  
Urea itself is fairly stable, depending on the concentrations of NCO- and NH3. 
Later, it was found that cyanoacetaldehyde (the hydration product of 
cyanoacetylene) and urea react to form cytosine and uracil.  This was extended 
to a high yield synthesis that postulated drying lagoon conditions.  The reaction 
of uracil with formaldehyde and formate gives thymine in good yield (39). 
Thymine is also synthesized from the UV catalyzed dehydrogenation of 
dihydrothymine, produced from the reaction of β-aminoisobutryic acid with urea 
(40).  

The reaction of dilute aqueous cyanoacetaldehyde (produced from the 
hydrolysis of cyanoacetylene) with urea produces no detectable levels of 
cytosine (41). However, when the same non-volatile compounds are 
concentrated by evaporation in laboratory models of “drying lagoon” conditions 
simulating primitive pools on drying beaches on the early Earth, large yields of 
cytosine (> 50%) are obtained (42). These results suggest a facile mechanism for 
the accumulation of pyrimidines in the prebiotic environment (Figure 10). 
Evaporating cyanoacetaldehyde with guanidine produces 2, 4-
diaminopyrimidine (41) in high yield (43), which then hydrolyses to uracil and 
small amounts of cytosine. Uracil (albeit in low yields), as well as its 
biosynthetic precursor orotic acid, were also identified among the hydrolytic 
products of hydrogen cyanide polymer (19, 44). 

Modified pyrimidines may have also been present in the primitive Earth.  
These include dihydrouracil, which is formed from NCO- and β-alanine (45), 
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and others like 2, 4-diaminopyrimidine, 2-thiocytosine (43), and 5-substituted 
uracils, formed via reaction of uracil with formaldehyde, whose functional side 
groups may have played an important role in the early evolution of catalysis 
prior to the origin of proteins, and which are efficiently formed under plausible 
prebiotic conditions (46). 

 
Figure 10.  Two possible mechanisms for the prebiotic synthesis of pyrimidines 
from the reaction of cyanoacetaldehyde with urea concentrated by laboratory 

models of “drying lagoon”. 

Carbohydrates 

Most biological sugars have the empirical formula (CH2O)n, a point that 
was underscored by Butlerov’s 1861 discovery of the formose reaction that 
showed that a diverse mixture of the sugars of biological relevance could be 
formed by the reaction of HCHO under basic conditions (23). However, the 
Butlerov synthesis is complex and incompletely understood. It depends on the 
presence of suitable inorganic catalysts, with calcium hydroxide (Ca(OH)2) or 
calcium carbonate (CaCO3) being the most completely investigated. In the 
absence of basic catalysts, little or no sugar is obtained. Clays such as kaolin 
serve to catalyze the formation of sugars, including ribose, in small yields from 
dilute (0.01 M) solutions of formaldehyde (47-49). This reaction has been 
extensively investigated with regard to catalysis and several interesting 
phenomena have been observed.  For instance, the reaction is catalyzed by 
glycolaldehyde, acetaldehyde and various organic catalysts (50). 

The Butlerov synthesis is autocatalytic and proceeds through 
glycoaldehyde, glyceraldehyde, and dihydroxyacetone, four carbon sugars, and 
five carbon sugars to give finally hexoses, including biologically important 
carbohydrates such as glucose and fructose. The reaction may proceed as shown 
in Figure 11. The reaction produces a complex mixture of sugars including 
various 3, 4, 5, 6 and 7-membered carbohydrates, including all isomers (for the 
addition of each CH2O unit, both isomers are produced) and generally is not 
particularly selective, although methods of overcoming this have been 
investigated.  Of special geochemical interest is the observation that borate can 
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strongly skew the product mixture in favor of certain sugars, including ribose 
(51, 52).  

 
Figure 11. A simplified scheme of the formose reaction. 

Inclusion of acetaldehyde in the reaction may lead to the formation of 2-
deoxyribose (53). However, the reaction tends to stop when the formaldehyde 
has been consumed and ends with the production of higher C4-C7 sugars that 
can form cyclic acetals and ketals.   The reaction produces all of the epimers and 
isomers of the small C2-C6 sugars, some of the C7 ones, and various 
dendroaldoses and dendroketoses, as well as small molecules such as glycerol 
and pentaerythritol.   

Both L- and D-ribose occur in this complex mixture, but are not particularly 
abundant. Since all carbohydrates have somewhat similar chemical properties, it 
is difficult to envision simple mechanisms that could lead to the enrichment of 
ribose from this mixture, or how the relative yield of ribose required for the 
formation of RNA could be enhanced. However, the recognition that the 
biosynthesis of sugars leads not to the formation of free carbohydrates but of 
sugar phosphates, lead Albert Eschenmoser and his associates to show that 
under slightly basic conditions the condensation of glycoaldehyde-2-phosphate 
in the presence of formaldehyde considerable selectivity exist in the synthesis of 
ribose-2,4-diphosphate (54). This reaction has also been shown to take place 
under neutral conditions and low concentrations in the presence of minerals 
(55), and is particularly attractive given the properties of pyranosyl-RNA (p-
RNA), a 2’,4’-linked nucleic acid analogue whose backbone includes the six-
member pyranose form of ribose-2,4-diphosphate (56).   

There are several obstacles to the relevance of the formose reaction as a 
source of sugars on the primitive Earth. One is that the Butlerov synthesis gives 
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a wide variety of straight chain- and branched sugars. More than 40 different 
sugars have been identified in one reaction mixture (57).  Another problem is 
that the conditions of synthesis are also conducive to the degradation of sugars 
(48). Sugars undergo various diagenetic reactions on short geological time 
scales that are seemingly prohibitive to the accumulation of significant amounts 
on the primitive Earth. At pH 7, the half-life for decomposition of ribose is 73 
minutes at 100° C, and 44 years at 0° C (58).  The same is true of most other 
sugars, including ribose-2, 4-diphosphate. Finally, the concentrations of HCHO 
required appear to be prebiotically implausible, although the true limits of the 
synthesis have not been determined. 

There are a number of possible ways to stabilize sugars; the most interesting 
one is to attach the sugar to a purine or pyrimidine, i.e., by converting the 
carbohydrate to a glycoside, but the synthesis of nucleosides is difficult under 
plausible prebiotic conditions. It has therefore been suggested that 
ribonucleotides could not have been the first components of prebiotic 
informational macromolecules (59). This has led to propositions of a number of 
possible substitutes for ribose in nucleic acid analogues, in what has been 
dubbed the "pre-RNA World" (60). 

There is an additional paradox in prebiotic chemistry. When aqueous 
solutions of HCN and HCHO are mixed, the predominant product is 
glycolonitrile (61), which seems to preclude the formation of sugars and nucleic 
acid bases in the same location (62).  Nevertheless both sugar derivatives and 
nucleic acid bases have been found in the Murchison meteorite (63, 64) and it 
seems likely that the chemistry which produced the compounds found in the 
Murchison meteorite was from aqueous reactions such as the Strecker synthesis.  
This suggests that the synthesis of sugars, amino acids and purines from HCHO 
and HCN can take place under certain combinations of NH3, HCN, aldehydes 
and ketones and pH, or the different compound classes were produced under 
different regimes in different locations. 

Lipids and Membrane-Forming Compounds 

Amphiphilic molecules of sufficient chain length may spontaneously 
assemble into micelles and vesicles.  Cell membranes are almost universally 
composed of phosphate esters of fatty acid glycerides.  Fatty acids are 
biosynthesized today by multifunctional enzymes or enzyme complexes.  As all 
life we know of is comprised of cells, these compounds seem crucial.  
Eukaryotic and bacterial cell membranes are composed of largely straight chain 
fatty acid acyl glycerols while those of the archaea are often composed of 
terpenoid glycerol ethers.  Either type may have been the primordial lipid 
component of primitive cells. Most prebiotic simulations fail to generate large 
amounts of fatty acids, with the exception of simulated hydrothermal vent 
reactions, which arguably use unreasonably high concentrations of reactants 
(65). Heating glycerol with fatty acids and urea has produced acylglycerols (66). 
A prebiotic synthesis of long-chain isoprenoids has been suggested by Ourisson 
based on the Prins reaction of formaldehyde with isobutene (67). The Murchison 
meteorite contains small amounts of higher straight chain fatty acids, some of 
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which may be contamination (68).  Amphiphilic components have been 
positively identified in the Murchison meteorite (69), although the yields of 
these molecules are poor in typical spark discharge experiments (70).  There 
may have been other, more significant prebiotic sources of these molecules, 
however (71, 72).    

Were There Prebiotic Nucleosides And Nucleotides? 

There is considerable evidence for the existence of the so-called RNA 
world, a period during early biological evolution when RNA molecules played 
the role of both catalysts and genetic molecule (73). This has led to considerable 
debates on the prebiotic plausibility of ribonucleotides and their polymers. Much 
research has been carried out on the abiotic synthesis of nucleosides and 
nucleotides, although many consider that they do not correspond to truly 
prebiotic processes. Although few researchers still consider this idea plausible 
for the origin of life, it is possible that an RNA world existed as an intermediary 
stage in the development of life once a simpler self-replicating system had 
arisen.  

Perhaps the most promising nucleoside syntheses start from purines and 
pure D-ribose in drying reactions, which simulate conditions that might occur in 
an evaporating basin.  Using hypoxanthine and a mixture of salts reminiscent of 
those found in seawater, up to 8% of β-D-inosine is formed, along with the α-
isomer.  Adenine and guanine gave lower yields, and in both cases a mixture of 
α- and β-isomers was obtained (74).  Pyrimidine nucleosides have proven to be 
much more difficult to synthesize.  Direct heating of ribose and uracil or 
cytosine has thus far failed to produce uridine or cytidine.  Pyrimidine 
nucleoside syntheses have been demonstrated which start from ribose, 
cyanamide, and cyanoacetylene, however α-D-cytidine is the major product 
(75).  This can be photo-anomerized to β-D-cytidine in low yield, however the 
converse reaction also occurs.  Sutherland and coworkers (76) demonstrated a 
more inventive approach, showing that cytidine-3’-phosphate can be prepared 
from arabinose-3-phosphate, cyanamide and cyanoacetylene in a one-pot 
reaction.  The conditions may be somewhat forced, and the prebiotic source of 
arabinose-3-phosphate is unclear. Nevertheless the possibility remains that more 
creative methods of preparing the pyrimidine nucleosides may be possible. 

Prebiotic phosphorylation of nucleosides is also somewhat problematic. 
Although there is some evidence that condensed phosphates are emitted in 
volcanic fumaroles (77), it has been suggested that condensed phosphates are 
not likely to be prebiotically abundant materials (78). Heating orthophosphate at 
relatively low temperatures in the presence of ammonia results in a high yield of 
condensed phosphates (79). Additionally, trimetaphosphate (TMP) has been 
shown to be an active phosphorylating agent for various prebiological molecules 
including amino acids and nucleosides (80, 81).  

Early attempts to produce nucleotides used organic condensing reagents 
such as cyanamide, cyanate or dicyanamide (82).  Such reactions were generally 
inefficient due to the competition of the alcohol groups of the nucleosides with 
water in an aqueous environment. Nucleosides can be phosphorylated with 
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acidic phosphates such as NaH2PO4 when dry heated (83).  The reactions are 
catalyzed by urea and other amides, particularly if ammonium is included in the 
reaction. Nucleosides can also be phosphorylated in high yield by heating 
ammonium phosphate with urea at moderate temperatures, as might occur in a 
drying basin (84). For example, heating uridine with urea and ammonium 
phosphate gave yields of phosphorylated nucleosides as high as 70%.  In the 
case of purine nucleosides, however there is also considerable glycosidic 
cleavage due to the acidic microenvironment created.  This is another problem 
with the RNA world, that the synthesis of purine nucleosides is somewhat 
robust, but nucleotide formation may be difficult, while nucleotide formation 
from pyrimidine nucleosides is robust, but nucleoside formation appears to be 
difficult. 

Common calcium phosphate minerals such as apatite are themselves 
reasonable phosphorylating reagents.  Yields as high as 20% of nucleotides were 
achieved by heating nucleosides with apatite, urea and ammonium phosphate 
(84). Heating ammonium phosphates with urea leads to a mixture of high 
molecular weight polyphosphates (79).  Although these are not especially good 
phosphorylating reagents under prebiotic conditions, they tend to degrade, 
especially in the presence of divalent cations at high temperatures, to cyclic 
phosphates such as trimetaphosphate, which have been shown to be promising 
phosphorylating reagents (81).  Cis-diols, such as ribosides, react readily with 
trimetaphosphate under alkaline conditions to yield cyclic phosphates, and the 
reaction proceeds under neutral conditions in the presence of magnesium cation 
(77).  

Alternatively, the difficulties with prebiotic ribose synthesis and nucleoside 
formation have led some to speculate that perhaps a simpler genetic molecule 
with a more robust prebiotic synthesis preceded RNA.  Some propose 
substituting other sugars besides ribose (85, 86).  When formed into sugar 
phosphate polymers, these also often form stable base-paired structures with 
both RNA/DNA and themselves (87-89), opening the possibility of genetic 
takeover from a precursor polymer to RNA/DNA.  These molecules would 
likely suffer from the same drawbacks as RNA, such as the difficulty of 
selective sugar synthesis, sugar instability and the difficulty of nucleoside 
formation.  Recently it has been demonstrated based on the work of Joyce et al. 
(60), and the chemistry proposed by Nelsestuen (90) and Tohidi and Orgel (91), 
that backbones based on acyclic nucleoside analogues may be more easily 
obtained under reasonable prebiotic conditions, for example, by the reaction of 
nucleobases with acrolein during mixed formose reactions (92).  This remains a 
largely unexplored area of research. 

More exotic alternatives to nucleosides have been proposed based on the 
peptide nucleic acid (PNA) analogues of Nielsen and coworkers (93).  Miller 
and coworkers (94) were able to demonstrate the facile prebiotic synthesis of all 
of the components of PNA under the same chemical conditions required for the 
synthesis of the purines or pyrimidines. Nevertheless there are many alternative 
structures, which have not yet been investigated. 
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Hydrothermal Vents and the Origin Of Life 

The discovery of hydrothermal vents at mid-ocean ridges and the 
appreciation of their significance in the element balance of the hydrosphere 
represents a major development in oceanography (95). Since the process of 
hydrothermal circulation probably began early in the Earth’s history, it is likely 
that vents were present in the Archaean oceans. Large amounts of ocean water 
now pass through the vents, with the whole ocean going through them every 10 
million years (96). This flow was probably greater during the early history of the 
Earth, since the heat flow from the planet’s interior was greater during that 
period.  The topic has received a great deal of attention, partly because of doubts 
regarding the oxidation state of the early atmosphere.   

Following the first report of the vents’ existence a detailed hypothesis 
suggesting a hydrothermal emergence of life was published (97), in which it was 
suggested that amino acids and other organic compounds are produced during 
passage through the temperature gradient of the 350° C vent waters to the 0° C 
ocean waters. Polymerization of the organic compounds thus formed, followed 
by their self-organization was also proposed to take place in this environment, 
leading to the first forms of life. At first glance, submarine hydrothermal springs 
appear to be ideally suited for creating life, given the geological plausibility of a 
hot early Earth.  Vents exist along the active tectonic areas of the Earth, and at 
least in some of them catalytic clays and minerals interact with an aqueous 
reducing environment rich in H2, H2S, CO, CO2, CH4, and NH3. Unfortunately it 
is difficult to corroborate these speculations with the composition of the 
effluents of modern vents, as much of the organic material released from 
modern sources is simply heated biological material, and it is difficult to 
separate the biotic from the abiotic components of these reactions.  

Many proposals of a hydrothermal origin of life also suggest an autotrophic 
origin of life. So far, the most articulate autotrophic hypothesis stems from the 
work of Wächtershäuser (98, 99), who has argued that life began with the 
appearance of an autocatalytic, two-dimensional chemolithtrophic metabolic 
system based on the formation of the highly insoluble mineral pyrite (FeS2). The 
FeS/H2S combination is a strong reducing agent, and has been shown to provide 
an efficient source of electrons for the reduction of organic compounds under 
mild conditions. The scenario proposed by Wächtershäuser (98, 99) fits well 
with the environmental conditions found at deep-sea hydrothermal vents, where 
H2S, CO2, and CO are quite abundant. However, the FeS/H2S system does not 
reduce CO2 to amino acids, purines, or pyrimidines, although there is more than 
adequate free energy to do so (100). However, pyrite formation can produce 
molecular hydrogen, and reduce nitrate to ammonia, and ethyne to ethene (101). 
More recent experiments have shown that the activation of amino acids with 
carbon monoxide and (Ni, Fe)S can lead to peptide-bond formation (102).  

In general organic compounds are decomposed rather than created at 
hydrothermal vent temperatures, although of course temperature gradients exist.  
As has been shown by Sowerby and coworkers (103) concentration on mineral 
surfaces would tend to concentrate any organics created at hydrothermal vents in 
cooler zones. The presence of reduced metals and the high temperatures of 
hydrothermal vents have also led to suggestions that reactions similar to those in 
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Fischer-Trospch-Type (FTT) syntheses may be common under such regimes.  It 
is unclear to what extent this is true, as typical FTT catalysts are easily poisoned 
by water and sulfide, although some of the likely environmental catalysts such 
as magnetite may be immune to such poisoning (104).  

The Stability of Biomolecules at High Temperatures 

Proposals of a thermophilic origin of life are not new, but few have been 
able to overcome the fact that high temperatures are also destructive to most 
bioorganic compounds. As noted above, some progress has been made in 
synthesizing small molecules under conditions simulating hydrothermal vents, 
but most biomolecules tend to decompose at high temperatures. Most biological 
molecules have half-lives to hydrolysis on the order of minutes to seconds at the 
very high temperatures associated with on-axis hydrothermal vents, and are still 
rather unstable at the somewhat lower temperatures of off-axis vent 
environments.  Ribose and other sugars are very thermolabile compounds (58), 
but pyrimidines and purines, and many amino acids are nearly as labile. At 100° 
C the half-life for deamination of cytosine is 21 days, and 204 days for adenine 
(59, 105). Some amino acids are stable, e.g., alanine has a half-life for 
decarboxylation of approximately 1.9 x 104 years at 100° C, but serine 
decarboxylates to ethanolamine with a half-life of 320 days (106).  White (107) 
measured the decomposition of various compounds at 250° C and pH 7 and 
found half-lives of amino acids from 7.5 s to 278 min, half-lives for peptide 
bonds from < 1 min to 11.8 min, half lives for glycoside cleavage in nucleosides 
from < 1 s to 1.3 min, decomposition of nucleobases from 15 – 57 min, and half-
lives for phosphate esters from 2.3 to 420 minutes.  It should be borne in mind 
that the half-lives for polymers would be even shorter as there are so many more 
potential breakage points in a polymer.  Thus while the vents may serve as 
synthesis sites for simpler compounds such as acetate or more refractory organic 
compounds such as fatty acids, it is unlikely they played a major role in 
synthesizing most biochemicals or their polymers. 

Submarine vents do not seem to presently synthesize organic compounds 
more complex than very simple hydrocarbons such as CH4 and ethane, more 
likely they decompose them over short time spans ranging from seconds to a 
few hours. Thus, the origin of life in the vents appears improbable. This does not 
imply that the hydrothermal springs were a negligible factor on the primitive 
Earth. If the mineral assemblages were sufficiently reducing, the rocks near the 
vents may have been a source of atmospheric CH4 or H2.  As stated earlier, the 
concentrations of biomolecules which could have accumulated on the primitive 
Earth is governed largely by the rates of production and the rates of destruction.  
Submarine hydrothermal vents would have been important in the destruction 
rather than in the synthesis of organic compounds, thus fixing the upper limit for 
the organic compound concentrations in the primitive oceans.  Although we do 
not presently know which compounds were essential for the origin of life it 
seems possible to preclude certain environments if even fairly simple organic 
compounds were involved (108).  
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Extraterrestrial Contribution of Organic Compounds 

Regardless of what the early Earth's atmosphere was like, the planet was 
undoubtedly bombarded then, as now, by extraterrestrial material such as 
meteorites.  The presence of organic compounds in meteorites was recognized 
since the mid-19th century, when Berzelius analyzed the Aläis meteorite. Today 
the presence of a complex array of extraterrestrial organic molecules in 
meteorites, comets, interplanetary dust and interstellar molecules is firmly 
established, and has lead some to propose them as sources of the prebiotic 
organic compounds necessary for the origin of life (109-112).  

In spite of some early debates, the occurrence of organic materials in the 
solar system was confirmed in 1969 when a meteorite fell in Murchison 
Australia.  This meteorite was seen to fall and was rapidly collected, thus 
minimizing field contamination, and analyzed in the laboratory.  A host of 
organic compounds was found to be present which were indubitably of 
extraterrestrial origin. These organics strongly resemble those produced in 
laboratory syntheses under presumed prebiotic conditions. 

The flux of extraterrestrial organics to the Earth has been estimated based 
on the lunar cratering record (112).  Exogenous delivery could have made a 
significant contribution to the primitive Earth's organic inventory.  The 
estimated flux of HCN equivalents compared with that produced in a reducing 
atmosphere is shown in Figure 12.  Thus even if the early Earth’s atmosphere 
were oxidizing or neutral, significant amounts of prebiotic organic compounds 
resembling the types made via terrestrial atmospheric synthesis under reducing 
conditions could have been delivered to the Earth. 

What was the relative percentage of prebiotic organic matter contributed by 
each source? Although there is a wide variety of interstellar molecules, 
including formaldehyde, hydrogen cyanide, acetaldehyde, cyanoacetylene and 
other prebiotic compounds, and their total amount in a nebular dust cloud is 
high, it is generally felt that they played at most a minor role in the origin of life. 
The major sources of exogenous compounds would appear to be comets and 
dust, with asteroids and meteorites being minor contributors. Asteroids would 
have impacted the Earth frequently in prebiotic times, but the amount of organic 
material brought in would have been small, even if the asteroid were a 
Murchison meteorite-type object.  The same considerations would apply to 
carbonaceous chondrites, although the survival of the organics on impact would 
be much better than with asteroids. A significant percentage of meteoritic amino 
acids and nucleobases could survive the high temperatures associated with 
frictional heating during atmospheric entry, and become part of the primitive 
broth (113). 
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Figure 12. Fluxes of HCN to the surface of the early Earth estimated from 

endogenous syntheses compared with cometary sources vs. time.  (Reproduced 
from reference 15. Copyright 1998 Cambridge University Press.) 

 
Comets are one of the most promising sources of exogenous compounds 

(109, 114). Cometary nuclei contain about 80 % H2O, 1 % HCN, and 1% H2CO, 
as well as important amounts of CO2 and CO. Thus, assuming that cometary 
nuclei have a 1 gm cm-3 density, a single 1 km-diameter comet would contain 2 
x 1011 moles of HCN, or 40 nmoles cm-2 of the Earth’s surface. This is 
comparable to the yearly production of HCN in a reducing atmosphere from 
electric discharges, and would be quite important if the Earth did not have a 
reducing atmosphere. This calculation assumes a complete survival of the HCN 
on impact. In fact, there is little understanding of what happens during the 
impact of such an object, but much of it would be heated to temperatures above 
300° C which would decompose HCN and other cometary compounds. 
However, these highly reactive chemical species could then be used as 
precursors in the abiotic syntheses of biochemical monomers.  

The input from interplanetary dust particles (IDPs) may have been even 
more important. The present infall is quite large (115), but on the primitive 
Earth it may have been greater by a factor of 100 to 1000. Unfortunately, the 
organic composition of IDPs is poorly known (116). The only individual 
molecules that have been detected are polycyclic aromatic hydrocarbons and α-
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aminoisobutyric acid (117, 118). Organic polymers called tholins, which are 
produced by electric discharges, ionizing radiation, and ultraviolet light, could 
be a major component of IDPs. Although quite resilient, a few percent of amino 
acids are released from tholins on acid hydrolysis. A more promising role for the 
tholins would be as a source of prebiotic precursors such as HCN, 
cyanoacetylene, and aldehydes. On entry to the Earth’s atmosphere, the dust 
particles would be heated and the tholins pyrolyzed, creating HCN and other 
molecules, which could then participate in prebiotic reactions (119, 120). 

Summary 

Given adequate expertise and experimental conditions, it is possible to 
synthesize almost any organic molecule in the laboratory under simulated 
prebiotic conditions. However, the fact that a number of molecular components 
of contemporary cells can be formed in the laboratory does not necessarily mean 
that they were essential for the origin of life, or that they were available in the 
prebiotic milieu. The primordial soup must have been a complex mixture, but it 
could not reasonably have included all the compounds found today in even the 
simplest cells. The basic tenet of the heterotrophic theory of the origin of life is 
that the origin and reproduction of the first living system depended primarily on 
abiotically synthesized organic molecules. As summarized here, there has been 
no shortage of discussion about how the formation of the primordial soup took 
place. It is unlikely that any single mechanism can account for the wide range of 
organic compounds that may have accumulated on the primitive Earth.  The 
prebiotic soup was undoubtedly formed by contributions from endogenous 
atmospheric synthesis, deep-sea hydrothermal vent synthesis, and exogenous 
delivery from sources such as comets, meteorites and interplanetary dust. This 
eclectic view does not beg the issue of the relative significance of the different 
sources of organics; it simply recognizes the wide variety of potential sources of 
organic compounds, the raw material required for the emergence of life. 

There are many mechanisms by which biochemical monomers can be 
synthesized under plausible prebiotic conditions. Not all prebiotic pathways are 
equally efficient, but the wide range of experimental conditions under which 
organic compounds can be synthesized demonstrates that prebiotic syntheses of 
the building blocks of life are robust, i.e., the abiotic reactions leading to them 
do not take place under a narrow range defined by highly selective reaction 
conditions, but rather under a wide variety of environmental settings. Although 
our ideas on the prebiotic synthesis of organic compounds are based largely on 
experiments in model systems, the robustness of this type of chemistry is 
supported by the occurrence of most of these biochemical compounds in the 
Murchison meteorite. It is therefore plausible that similar synthesis took place 
on the primitive Earth.  
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Chapter 3 

The Hydrothermal Source of Energy and 
Materials at the Origin of Life 

Michael J. Russell1 and Allan J. Hall2 

1Jet Propulsion Laboratory, California Institute of Technology, Pasadena, 
CA 91109-8099, USA 

2Department of Archaeology, University of Glasgow, G12 8QQ, Scotland  

The case is presented that chemosynthetic life emerged at the 
growing exterior of a submarine hydrothermal mound 
generated where effluent from an alkaline hydrothermal 
convection cell interfaced a mildly acidic ocean across a 
precipitated membrane over 4 billion years ago. At first a 
small portion of the carbonic ocean water entrained in the 
submarine convection cell feeding the mound was reduced at 
very slow rates to acetate and methane. Deposits of porous 
iron-nickel sulfides, freshly precipitated in the mound, further 
catalyzed these reactions. At the same time, amino acids and 
peptides, generated in this milieu from hydrothermal 
hydrogen, ammonia and carbon dioxide, were retained in the 
mound's pores. These peptides then sequestered the iron-
nickel sulfide clusters to produce protoenzymes that further 
'quickened' the acetate and methane reactions. RNAs 
generated in the system then took over a catalytic and coding 
role to help drive the emergence of the first microbes—the 
acetogens and the methanogens, which evolved into the first 
bacteria and archaea respectively. 

"We are forced to work from energy upward into form, because, at the 
beginning, form is nothing, energy is everything.” H. F. Osborn, 1917, p. xv 

 
Osborn (1) was first to think carefully about the provision of energy to the 

origin and evolution of life. Following his dictum, the primary purpose of this 
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paper will be to review the initial physical and chemical conditions on the early 
Earth and thus to outline the likely available energies and geochemical 
ingredients responsible for life’s emergence—the opening chapter of evolution's 
story. Our model is predicated upon the view that geophysical and geochemical 
conditions on the early Earth must have been its cause and that the main 
geochemical potential that drove life into being was the disequilibrium between 
hydrothermal hydrogen and atmospheric carbon dioxide. However, because of 
kinetic and thermodynamic challenges, the first protobiotic reactions may have 
evolved from what are now considered C1 intermediates such as formate 
(HCOO-) or methanol (CH3OH), rather than carbon dioxide itself, and that a 
steep proton gradient was also involved.  

Any attempt to understand the path from protobiotic reactions toward the 
first microbes must consider how anaerobic prokaryotes work. Yet to understand 
what the first genetically-regulated organisms were like we cannot just ‘undo’ a 
cell, look for the simplest bits and attempt to reproduce it by whatever means in 
the lab (2). For harking back from known microbiology stops us short at the 
RNA world—an 'event horizon' beyond which it is difficult to see. That is why 
we start from likely potential geochemical beginnings in order to surmise what 
went on before genetically-coded living cells emerged. In such a forward-
looking perspective the RNA world provides a target for convergence with 
evolutionary microbiology as we puzzle out how and where chemical and 
electrochemical energy would have been trapped, and ultimately spent, in a 
journey leading us from aqueous geochemistry to the most likely early 
metabolic pathways and their attendant biochemistries, i.e., from inorganic 
beginnings to the first anaerobic autotrophs (3-7). While acknowledging the 
speculative nature of the hypothesis, for clarity we write as though the scenario 
and mechanisms we offer here is real. 

Acidic and Alkaline Fluids 

Because the early highly radioactive Earth had been battered with smaller 
planets and large meteorites it began as a molten sphere. This excess of heat was 
transferred from, and through differentiating concentric spheres via convective 
mass transfer, eventually to radiate to the cold sink of space. Effective though 
this transfer of physical energy was, the chemical disequilibrium between our 
rocky planet and its volatisphere (atmosphere and ocean) was thereby  
exacerbated (Figure 1). At high temperatures (≤1700°C), acidic and oxidized 
entities such as CO2, CO, NO, SO2 and P4O10 were (and still are) exsolved from 
the convecting mantle to the ocean and atmosphere as magma rose to form 
volcanoes (8-10). These volatiles were stable because the Earth’s mantle, having 
lost any native iron by early gravitation to the core, sequestered residual iron to 
the mineral perovskite in the ferric state and thus was in equilibrium with these 
volatiles (11-13). Even submarine springs at 400°C emit some carbon dioxide, 
though accompanied by hydrogen and some methane. However, at the lower 
temperature of around 120°C, more reduced entities (H2, HCOO-, NH3, HS-, 
CH3S-) were exhaled through convective cycling in alkaline hydrothermal 
systems—a result of hydration and oxidation (serpentinization) of the 
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magnesium-iron silicates comprising the oceanic crust (14) (Figure 2). Thus 
strong chemical and electrochemical disequilibria were focused where the 
volatiles and metals exhaled from high temperature volcanoes and hot springs 
and dissolved in the Hadean Ocean, were eventually juxtaposed to alkaline 
submarine spring waters at ≤120°C (Figure 1). And most of the chemical and 
electrochemical energy was first discharged at a submarine hydrothermal mound 
generated above such alkaline submarine springs. Alkaline springs only start to 
operate continuously when temperatures are poised low enough to allow brittle 
fractures to develop in the serpentinizing mafic crust, but high enough to 
establish a density contrast in the hydrothermal system sufficient to drive a 
convective updraft at a temperature inferred to be around 120ºC (15-17). These 
systems last at least 35,000 years (18)—in our opinion long enough for the first 
microbes to emerge from inorganic beginnings.  

Alkaline Solutions in Steps Toward Carbon Metabolism 

Our approach to the emergence of life requires an understanding of how 
energies were captured, stored and used in the generation of structure. Most 
chemical energy was available at a moderate temperature submarine 
hydrothermal mound due to the potential reaction between marine CO2 and 
hydrothermal H2. Thermodynamically we expect the reaction to produce 
methane and water (19,20): 

 
CO2 + 4H2 ⇒ CH4 + 2H2O       (1) 

 
However, if H2 and pH values of the fluid are relatively high and the 

temperature low, there is more of an overall thermodynamic drive in favor of 
acetate (19): 

  
2CO2 + 4H2 ⇒ CH3COO- + H+ + 2H2O            (2) 
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Figure 1. Initial conditions for the emergence of life. High temperature 

hydrothermal convection cells (discharging ~400°C acidic spring waters) and 
moderate temperature hydrothermal convection cells (discharging ≤120°C 
alkaline seepage waters) are both coupled to large-scale convection of the 

Earth's mantle. Note the gravitational loss of native iron-nickel melts, leaving 
the mantle oxidized enough to produce carbon dioxide from volcanoes. Thus, by 

4 billion years or more ago, carbon dioxide dominated the atmosphere and 
ocean while hydrogen was delivered to the submarine mounds in the warm 

alkaline springs. Reactions between the hydrogen and carbon dioxide and other 
reduced and oxidized entities leading to the emergence of life at an alkaline 

seepage were mainly catalyzed by metal sulfide complexes. The metals in these 
complexes were ultimately supplied to the Hadean Ocean by the 400°C acidic 
springs. Komatiitic and basaltic volcanism consists mainly of magnesium-iron 
silicates, and is centered over updrafts of convecting mantle and isolated pods 
of magma in the mantle. Calc-alkaline magma contains more calcium, sodium 

and potassium as its name implies. Calc-alkaline volcanism is generated at 
obduction (overthrust) and subduction (underthrust) zones. (Redrawn from 

reference 16. Copyright 2006 Geological Society of America.) 
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Figure 2. Plot of pH for the final computed aqueous hydrothermal solution 

produced on reacting model Hadean Ocean water with komatiite over a range 
of temperatures using the program SUPCRT.  Neutral pH is drawn for 

reference. Note the reduced nature of the alkaline solution (Eh) recorded in 
volts. (Redrawn from reference 14 with permission from Springer.) 

Both reactions are kinetically and thermodynamically (21) challenged, 
requiring energy and catalysis (and later, enzymes) for their resolution (Figure 
3). The kinetic barrier is actually higher for methane synthesis because the 
addition of a hydride to a methyl group to make CH4 faces more of an obstacle 
than does the addition of a further carbon-bearing radical to the same group to 
produce H3C-COO- (22). Thus a route to acetate via a series of reactions, i.e., the 
acetyl coenzyme-A pathway, was almost certainly the first to develop (Figure 3) 
(7,22). While the acetogenic bacteria take this metabolic pathway, as we might 
expect, the methanoarchaea also use it (23). However, the ways in, and the ways 
out, of this pathway as taken by methanoarchaea are more complicated (24). 
Nevertheless, the emergence of the methanoarchaea could not have been far 
behind in evolutionary terms (7). 

Even the path to acetate is partly endergonic—there is not sufficient 
chemical energy available to reduce carbon dioxide beyond formate with any 
rapidity (25). This is where pyrophosphate comes into play. In prokaryotes four 
adenosine triphosphate (ATP) molecules are required to make the one 3-carbon 
triose-phosphate (HCOH.CHOH.CH2OPO(OH)2). Other core metabolisms need 
even more ATP: the reductive tricarboxylic acid cycle requires 5 ATPs per 
triosephosphate (26); the Calvin cycle requires 9; and the 3-hydroxyproprionate 
pathway needs 10 ATP (26). Thus from the principle of least work as well as its 
simplicity, the acetyl coenzyme-A pathway is likely to have been the basis of the 
first metabolism and the homoacetogens to have been the first microbes. Yet 
along this path to acetate only a single molecule of ATP is generated chemically 
from substrate (Figure 3)—insufficient to drive the pathway and subsequent 
biosynthesis. This energy shortfall has generally gone unrecognized in origin of 
life research. Yet the shortfall is probably the reason life exists at all. For if the 
intermediate entities in reaction 1 were all exergonic, then plain aqueous 
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geochemistry would see to the production of a methane atmosphere as carbon 
dioxide exsolving from magma and dissolved in the Hadean Ocean was 
continuously reduced.  

So, how to make more pyrophosphate, or at least supply energy sufficient to 
overcome endergonic inhibition? The way extant life does it is to generate a 
protonmotive force by driving protons to the exterior of the cell and permitting a 
selective reintroduction through a highly evolved rotor–stator type ATPase (27). 
However, a compelling aspect of the alkaline scenario is that a biochemical 
invention of a system to drive protons to a cell’s exterior was not required at 
life’s emergence—adequate electrochemical (chemiosmotic) energy was already 
available to expedite the generation of pyrophosphate as a consequence of the 
pH gradient of around 5 units between the exterior acidic ocean and the interior 
of the hydrothermal mound saturated with alkaline solution. We can think of this 
energy as an ambient and inexhaustible protonmotive force (16); a force still 
required for the operation of all cells, though now produced by them (28). 

However, even ATP is too complicated to be protobiotic. Instead we have 
assumed a surface reaction within the FeS membrane involving the formation 
and reformation of pyrophosphate for biosynthesis at a pH of ~ 8.3 as protons 
are driven down the pH gradient of around 5 units (16,30,31). It is notable that 
this equilibrium at high activity of phosphate intersects the stability field of FeS 
at high bisulfide activity (Figure 4). That pyrophosphates can be produced 
naturally is evidenced by the discoveries of a hydrated biphosphate (canaphite, 
Ca2Na2PO7.4H2O) and a triphosphate (kanonerovite, MnNa3P3O10.12H2O) 
(32,33). 

It is this protonic energy that effects, via the generation of pyrophosphate, 
the stepwise reduction of carbon dioxide to a methyl group in the acetogens in 
the reverse ‘Eastern branch’ of the acetyl-CoA pathway (36) (Figures 3 and 5). 
Such a protonmotive force also contributes directly to the reduction of methyl 
thiol to methane in the methanogens. However, the generation of the -COO- 
entity (Figure 5) in the methanogens now requires a sodium gradient (26), 
though we presume the proton gradient did the job at the emergence of 
methanogenesis. So life’s first vehicles, the homoacetogens and the 
methanoarchaea, required both chemical and electrochemical energy for their 
metabolisms—in modern parlance, they were 'hybrids'.  
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Figure 3. The acetyl coenzyme-A pathway as employed by the acetogens which 

produces both biochemical components and some energy in the form of 
adenosine triphosphate (ATP) (22). The acetogens are assumed here to have 
been the first microbes. Note that hydrothermal formic acid can feed into the 

“Eastern branch” (36) of the cycle via tetrahydrofolate (H4Folate) in 
prokaryotes, ahead of carbon dioxide, by disproportionation to CO2 and H2. 

Carbon monoxide dehydrogenase/acetyl coenzyme-A synthase (CODH/ACS) is 
the bifunctional enzyme wherein one nickel is involved in the reduction of CO2 
(in the “Western branch”) and another nickel is involved in synthesizing the 

acetyl group (29).  

Early Biosynthesis 

Activated acetate (as coA.SOC.CH3 or originally as CH3.SOC.CH3) is 
generated in both the acetogenic (Figure 3) and the methanogenic biosynthetic 
pathways. And beginning with this activated C2 molecule, cellular carbon can 
be formed whereby each new useful molecular component would be derived 
from immediate simpler precursors rather than from condensations of the most 
simple. Pyruvate (CH3.CO.COO-), higher carboxylic acids and, with the addition 
of hydrothermal ammonia (8), amino acids and peptides, were early products. 
The bases were synthesized from various simple precursors much like they are 
today, but syntheses were unlikely to have involved cyanide (7).  
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Figure 4. A Pourbaix diagram illustrating how the pH boundary of 

monophosphate/polyphosphate intersects the redox-zoned iron sulfide 
membrane; conditions pertaining to alkaline hydrothermal fluid as it enters the 
Hadean Ocean. During its active period the membrane probably consisted of a 

greigite (Fe5NiS8) exterior through to a mackinawite (FeS) interior with 
protoferredoxin occupying the mid zone as shown tentatively in the inset 

(16,30,34,66). The stabilities of siderite (FeCO3), pyrite (FeS2), green rust 
(Fe6(OH)12CO3.2H2O), and hematite (Fe2O3) are also shown. Diagram 

produced for activities of H2S(aq) = 10–3, and Fe2+ = 10–6, using Geochemist's 
Workbench computing code (16,35). (Redrawn from reference 30. Copyright 

1997 Geological Society of London.) 

All these products would have been concentrated in pore space in the 
hydrothermal mound through a process of physical and chemical trapping 
followed by thermal diffusion (39). Eventually all the various geochemical 
processes leading to fully operating cells were conflated across scales of cubic 
kilometres, through metres and millimetres to microns, as a genetic system 
emerged, catalysts evolved to enzymes, and cofactors were invented 
(7,30,40,41).  
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Figure 5. Free-energy profiles of acetogenic (triangles) and methanogenic 
(squares) reduction pathways (reverse of the ‘Eastern branch’ of the acetyl 

coenzyme-A pathway (36) compared to the geochemical pathway (circles) (37). 
We can think of the geochemical pathway as a chemical siphon while the much 

more rapid biochemical pathways are like chemical vortices. The 
homoacetogenic bacteria and the methanoarchaea are the probable root 

organisms of the two prokaryote domains, viz., the bacteria and the archaea (7). 
H4Folate is tetrahydrofolate and H4MPT is tetrahydromethanopterin. Based on 

Maden (38). 

Metal, Phosphate, Sulfur, Formate, and Ammonia Sources in 
Acid and Alkaline Solutions 

Here we explore the potential of volcanoes and acidic and alkaline solutions 
to provide all the entities required for life to emerge. Volcanoes provided the 
volatisphere with carbon dioxide substrate for life as well as pyrophosphate as 
P4O10 (42-43). Magma-driven aqueous acidic hydrothermal springs operated at 
constructive and destructive plate margins. Their temperatures were regulated 
around 400ºC due to the buoyancy of water at its critical point (44). Depending 
on their depth, they exhaled up to 80 mmol/kg of ferrous iron into the early 
oceans (45). There was little to prevent a rapid build-up over time of ferrous 
ions in the Hadean Ocean to tens of millimoles per kilogram, though some may 
have been partitioned out in siderite (FeCO3) during high temperature 
convective recharge (Figure 4) (16). Transition-metal to sulfide ratios in the 
exhaling hot acidic spring waters were high because the dearth of sulfate in the 
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early oceans meant that, unlike the present, there was little source of sulfate 
sulfur for thermal reduction (45).  

Iron from the ocean and sulfhydryl ion from some of the submarine alkaline 
springs supplied the constituents of the first membranes and iron-sulfur clusters 
required for electron transfer and hydrogenation (Figure 6). Nickel, which is 
important biochemically both as condensation and redox catalyst, would have 
tended to remain within the mafic and ultramafic crust as nickel-iron amalgams, 
as sulfides and in serpentinite silicates (30). Cobalt, vital to methyl transfer, is 
also very sparingly soluble in sulfidic solutions. However both nickel and cobalt 
have been found in cobaltian pentlandite (~Co11Ni2FeCuS13) in hydrothermal 
precipitates at the Logatchev site on the Mid-Atlantic Ridge (46). Nickel and 
cobalt are also found commonly together, often as arsenides associated with 
mafic and ultramafic intrusives and ophiolites (47,48) suggesting they are more 
soluble in sulfide-poor solutions and thus would be more concentrated in the 
earliest oceans. Molybdenum and tungsten on the other hand, significant in the 
initial step of carbon dioxide fixation, would be contributed directly to the 
hydrothermal mound, dissolved as aqueous MoS4

2- and WS4
2- in the reduced 

alkaline fluids (48-50).  
We consider the hydrothermal mound that developed above the alkaline 

submarine springs to be the hatchery of life (30). The growing outer surface of 
the mound acted as an inorganic catalytic membrane and compartment wall that 
inhibited mixing between the alkaline hydrothermal solution within, and the 
carbonic ocean without. In places it comprised iron sulfide dosed with other 
catalytic elements (e.g., Zn>Ni>Co>Mo>W). It formed as the alkaline spring 
waters met ferrous complexes dissolved in the acidulous Hadean Ocean. The 
unstable sulfides would have precipitated directly by condensation of soluble 
complexes around neutral pH (pKFeS = 10-5.7) (Figure 4). The sulfide complex 
[2H2O.FeSSFe.2H2O] would have precipitated first as amorphous FeS—quickly 
crystallizing as nanocrystalline mackinawite on the margins of the hydrothermal 
mound (30,51,52). On burial and diagenesis of the mound the early mackinawite 
would be continually replaced as the rising alkaline fluid continued to invade the 
mound beneath, leaving ferrous hydroxide in its wake (Figure 6): 

 
FeS + H2O + OH- ⇔ Fe(OH)2 + HS-               (3) 

 
In an approximate reversal of this same reaction, sulfhydryl ion (HS-) would 

be responsible for further iron sulfide precipitation at the exterior of the growing 
mound. A more detailed equation in which water is the oxidizing agent and 
electron acceptor demonstrates how green-rust (Fe6(OH)12CO3.2H2O) and 
further hydrogen are produced (53): 

 
 6FeS + CO3

2-
 + 12H2O + 2OH-

 ⇒ FeII
4FeIII

2(OH)12.CO3.2H2O + 6HS-
 + 2H2↑    (4) 

 
Because of the metal-like (i.e., reduced and conducting) atomic structure of 

the [FeSSFe] rhombs comprising the mackinawite, and their harboring of nickel 
and cobalt atoms, the sulfide front or surface of the mound acts as catalyst and 
electron transfer agent during the emergence of life (16,30). Eventually such an 
atomic structure translates to the active center of hydrogenases, ferredoxins and 
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other iron(nickel) sulfide proteins (16,52). And because of the redox contrast 
across this crust there is zoning from mackinawite ([Fe>>Ni>Co]S) out to the 
somewhat more oxidized greigite (NiFe5S8), the second and last step along this 
precipitation pathway or side reaction (53,54).  

The carbon dioxide and nitrogen required to build organic molecules were 
both carried from the atmosphere in ocean water that gravitated to depth in the 
downdraft limbs of the alkaline convection cells. While a proportion of the CO2 
carbonates the crust: 

 
Mg3Si2O5(OH)4 + 3CO2 ⇒ 3MgCO3 + 2SiO2 + 2H2O        (5) 

 
much of the rest is reduced by hydrothermal hydrogen (see above) to formate or 
other forms of dissolved reduced carbon at neutral to alkaline conditions 
(55,56). McCollom and Seewald (55, p. 3640) have shown that the reaction: 

 
  HCO3

– + H2 ⇒ HCOO– + H2O      (6) 
 

"is rapid on geologic time scales at temperatures as low as 100°C." Alkaline 
fluids also favored other kinds of chemical interactions as life emerged (16). The 
formate is hydrogenated and sulfidized to methyl thiol in the mound, facilitated 
by the iron sulfides dosed with nickel, cobalt, as well as molybdenum and 
selenium. Nitrogen on the other hand, is reduced to ammonia during 
hydrothermal convection to the extent of around 40mM according to Shock (8, 
and see 57,58), a reaction likely to continue in the sulfidic portions of the mound 
itself (59).  
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Figure 6. A Pourbaix diagram illustrating the stabilities of siderite (FeCO3), 

mackinawite (as FeS) and green rust (FeII
4FeIII

2(OH)12·CO3.2H2O) produced for 
activities of H2S(aq) = 10-3, and Fe2+ = 10-6. At higher pCO2 the siderite field 

would expand as indicated by arrows, at the expense of FeS. The FeS/green-rust 
boundary is projected as a dashed line to show its approximate position at very 

low pCO2) in alkaline solution at depth in the mound. Release of HS– from 
mackinawite at depth (and from pyrrhotite [~Fe9S10] accumulations in the crust) 

to the hydrothermal solution would, on meeting Fe2+ at the margins of the 
growing mound, cause the reprecipitation (or migration) of an FeS front (51). 
Calculated using Geochemist's Workbench (35). (Redrawn from reference 16. 

Copyright 2006 Geological Society of America.) 

Acetate, Amino Acids and Heterochiral Peptides 

As we have seen, the likely first metabolic pathway driven by the disequilibrium 
between carbon oxides and hydrothermal hydrogen is toward the synthesis of 
acetate. In a notable experiment Huber and Wächtershäuser (60) generated high 
yields of activated acetate from CO and CH3SH (methane thiol) in hydrothermal 
conditions previously synthesized from CO2 and H2S by Heinen and Lauwers 
(61). Yields were generally greatest in alkaline conditions. Nickel was the most 
effective catalyst, whether as (Fe,Ni)S, NiS or NiSO4. In further experiments 
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Huber and Wächtershäuser (62) went on to reductively aminate alpha-carboxylic 
acids to a number of amino acids. The highest yields were restricted to pH 
conditions close to the pKa of ammonium (9.25, Figure 7), i.e., between pH 8.5 
and 9.5. In turn, peptides have been synthesized from amino acids using CO or 
COS as condensing agents. Again the best results were obtained between pH 8 
and 10, close to the pKa of the amino group of the amino acids in question 
(63,64). Similar high peptide yields were achieved at similar pH by Leman and 
coworkers (65) who used carbonyl sulfide as condensing agent (Figure 8). 

In a finding of paramount importance to the debate on chirality and the 
origin of life, Huber and her coworkers (64) found that L-tyrosine immediately 
racemized on dimerization, indicating that appeals to a Universal bias in favor of 
L amino acids have no impact on subsequent handedness of peptides. The result 
bears on the theoretical modeling of the interaction of short peptides with both 
cations and anions. Milner-White and Russell (34,66) demonstrate theoretically 
that short achiral peptides sequester the anions significant to biosynthesis and 
electron transfer, viz., HP2O7

3- and [Fe4S4][CH3S]4
2-, which are drawn to the δ+ 

charges on the amines along the backbone of the peptide chain. In the relatively 
alkaline conditions present in the mound the chain would also sequester cations 
such as Ni2+ and Co2+ in forms that could encourage group transfer, 
condensations and reductions (66). These achiral peptides might also take over 
the role of cell wall and membrane (as amyloid) from the inefficient iron sulfide 
barriers (66). Thus a path from abiotic chemistry to an unregulated metabolism 
is now discernable. What is missing is a catalyst and code for synthesis and 
replication. This is an issue beyond the scope of this chapter though Copley and 
her coworkers (41) show the way. They model how particular alpha-keto acids 
might be aminated at the same dinucleotide site that happens to comprise the 
first two bases of the codon specifying that same amino acid (41). But returning 
to the supplies of energy, we now examine how the likely first metabolic 
pathways resulting from the various disequilibria obtained at a submarine 
alkaline spring are partly echoed in a modern comparable environment briefly 
described below. 
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Figure 7. Pourbaix diagram to illustrate the stability fields of nitrogen species 
and in particular to show the NH4

+/NH3 equilibrium at pH 9.25 (ammonium’s 
most interactive state) and 25°C. The NH4

+/NH3 equilibrium becomes more 
alkaline at lower temperature (19). 

Microbiology of a Modern Submarine Alkaline Vent 

Although the geochemistry of a modern alkaline vent and its environs such 
as Lost City (67) differs from Hadean examples, particularly with regard to the 
presence of dissolved oxygen and sulfate in the present-day ocean, it is 
instructive to consider the prokaryotes hosted there. A Methanosarcinales 
phylotype dominates at least the hotter portions of the Lost City chimneys (68). 
This methanogen occurs within biofilm tens of micrometres thick that probably 
also contains methanotrophs of similar genetic makeup (69). The outer, cooler 
portions of the chimneys harbor sulfide-oxidizing filamentous eubacteria (68), a 
class not to be expected in the Hadean. And the possible presence of sulfate-
reducing bacteria (69), also absent in the Hadean, may explain the otherwise 
puzzling (to us) absence of homoacetogens. Presumably any would-be 
homoacetogens find it difficult to compete for hydrogen with sulfate-reducers in 
this environment (70). The high hydrogen content of the Lost City fluids (≤15 
mM, 18) fuels both the methanogens and any sulfate reducers, while formate 
may supply the carbon (71).  
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Figure 8. Dependence of the room-temperature formation of phenylalinine 
dipeptide on pH (cf. 62,63). (From reference 65. Copyright 2008 American 

Society for the Advancement of Science.) 

Discussion 

Autogenic theories on the origin of life have always been faced with an 
energy short-fall—how in the face of kinetic and thermodynamic inhibitions 
were the first pathways from simple one-carbon compounds to organic life 
negotiated? The protonmotive force that drove, and drives still, biosynthesis, 
first resulted from the pH gradient operating across a membrane. Thus it was an 
ambient feature of the geochemical conditions whereby the alkaline 
hydrothermal solution interfaced the mildly acidic early oceans across 
semipermeable and semiconducting inorganic barriers (30). Its operation has of 
course, since been refined and developed with the evolution of the rotor-stator 
ATPase but it does appear to have been required in some form just to get 
autogenic metabolism going (7). The thermal gradient is also significant. It had 
the potential to have concentrated the first products within pore spaces near the 
outer margins of the mound through thermal diffusion, and it could also have 
driven a convective polymerase chain reaction for the replication of nucleic acid 
polymers (39).  

So metabolism was propelled into being on Earth ~4 billion years ago by 
chemical, electrochemical and thermal disequilibria. It emerged at the semi-
lithified physical front separating an alkaline hydrothermal mound from the 
acidulous ocean (72). This is where chemical, redox, pH, and temperature 
gradients were at their steepest, yet were commensurate with the requirements of 
metabolic processes. The chemical gradients—CO2 on the outside and H2 on the 
inside—provided the ultimate chemical potential for their interaction, catalyzed 
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within the metal sulfide compartment walls (16,30). The alkaline interior was 
conducive to acetate and amino acid synthesis and to the condensation of the 
former and polymerization of the latter (60,62,63).  

Life per se might be said to have emerged once the biochemical reduction 
of the CO2 dissolved in the Hadean Ocean through a coded and regulated 
metabolism had been achieved (40). Thereafter it developed in two channeled 
thermodynamically-driven processes, to acetogenesis and methanogenesis, 
genetically distinguished as processes mastered by the bacteria and the 
methanoarchaea respectively. Homoacetogenic bacteria and the methanoarchaea 
were the probable root organisms of the two prokaryote domains, viz., the 
bacteria and the archaea (7).  
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Chapter 4 

Energetics of Biomolecule Synthesis on Early 
Earth 

Jan P. Amend1 and Tom M. McCollom2 

1Department of Earth and Planetary Sciences, Campus Box 1169, 
Washington University, St. Louis, MO 63130, USA 

2Laboratory for Atmospheric and Space Physics, Campus Box 392, 
University of Colorado, Boulder, CO 80309-0392, USA 

Among the most plausible environments for the origin of life 
are marine hydrothermal systems, where geochemical energy 
sources and refugia from sterilizing meteorite impacts would 
have been plentiful.  Here, values of Gibbs energy were 
calculated for the formation of individual cellular building 
blocks from inorganic reactants.  In our model, corresponding 
redox reactions occurred at the interface between two end-
member fluids─low temperature (25 °C), mildly acidic (pH 
6.5), relatively oxidized (Eh -0.30 mV) seawater and 
moderately hot (140 °C), alkaline (pH 9), reduced (Eh -0.71 
mV) hydrothermal vent fluid.  The thermodynamic 
calculations demonstrate that biomass synthesis is most 
favorable at moderate temperatures, where the energy 
contributions from HCO3

- and H+ in seawater coupled to the 
reducing power in hydrothermal fluid are optimized.  The 
models further show that the net synthesis of cellular building 
blocks may yield small amounts of energy over the ranges of 
temperature and chemical composition investigated.  This is 
counter to conventional wisdom for anabolic processes and 
lends further support to marine hydrothermal systems as 
particularly favorable sites for the emergence of life. 
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Background 

There is accumulating evidence that life emerged on Earth during the late 
Hadean era (~4.2-3.8 Ga), and that microorganisms thrived by the early Archean 
era (3.8-3.4 Ga).  In one study, isotopically light carbonaceous inclusions in 
phosphate mineral (apatite) grains from ~3.8 Ga sediments in West Greenland 
were interpreted as robust evidence of biological activity (1).  Carbon isotopes 
were also used as a biosignature of planktonic organisms in slightly younger 
(~3.7 Ga) pelagic sediments from Greenland (2).  These data further suggested 
that oxygenic photosynthesis had evolved by this time, a conclusion which is 
vigorously debated.  In still younger rocks, the ~3.5 Ga Apex chert in the 
Warrawoona Group of Western Australia, putative microfossils were interpreted 
as oxygen-producing cyanobacteria (3, 4).  However, in a reinterpretation of 
these cherts, the microfossil-like structures were labelled as artifacts from 
amorphous graphite (5), and it was shown that Raman spectroscopy, the 
analytical tool used by Schopf and co-workers, cannot unambiguously identify 
biogenicity (6).  Although organic biomarkers, ancient soils, and stromatolites 
provide strong evidence for the advent of oxygenic photosynthesis by ~2.5-2.7 
Ga, these interpretations also are not entirely without controversy (7-10).   

Regardless of when oxygenic photosynthesis evolved, it is widely accepted 
that it was preceded by its anoxygenic counterpart.  Evidence for this comes 
from analyses of numerous photosynthesis genes and whole genomes of all five 
recognized groups of photosynthetic bacteria─cyanobacteria, purple bacteria, 
green sulfur bacteria, green non-sulfur bacteria, and heliobacteria (11-13).  In 
addition, two geochemical studies suggest that H2-based carbon fixation via 
anoxygenic photosynthesis occurred in microbial mats that are preserved in the 
~3.4 Ga Buck Reef Chert, South Africa (14, 15).  There, the evidence includes 
the presence and absence of certain trace minerals (e.g., iron-carbonates and 
iron-oxides), and specific rare earth element patterns, which imply an anoxic 
water column despite the apparent presence of phototrophs. 

Predating both oxygenic and anoxygenic phototrophy appears to be 
chemotrophy, and in particular, chemolithoautotrophy (in this metabolic 
process, organisms utilize inorganic energy sources, in part, to synthesize their 
own biomass from CO2 and other inorganic carbon sources).  As noted by 
Martin and Russell (16), Mereschkowsky (17) was the first to argue that the 
earliest organisms were anaerobic and autotrophic, with the ability to synthesize 
carbohydrates without the aid of chlorophyll.  A chemolithoautrophic origin of 
life is now supported by biochemical, geochemical, and phylogenetic evidence.  
For example, Martin and Russell (16) and Russell and Hall (18) built on a study 
by Fuchs (19) to argue for an ancient CO2-fixation pathway, perhaps similar to 
the acetyl-CoA (Wood-Ljungdahl) pathway.  Support comes from this 
pathway’s occurrence in anaerobic and thermophilic bacteria and archaea, its 
low energy requirements, and the positions of acetogens and methanogens deep 
in the tree of life.  Geochemical considerations favor chemolithoautotrophy, 
especially in hydrothermal systems, on energetic grounds.  Numerous studies 
calculated the thermodynamic drive for abiotic organic synthesis and the energy 
yields from chemolithotrophy (20-26).  Phylogenetic arguments include those of 
Pace (27, 28), who constructed a global tree of life from which he concluded 
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that the last common ancestor, and by inference the earliest organism, was 
chemotrophic, autotrophic, and thermophilic.  This is the most parsimonious 
interpretation of the organisms that occupy the deepest and shortest branches in 
the archaea and bacteria domains.  The majority of subsequent investigations 
have confirmed or complemented these views, concluding consequently that 
organoheterotrophy—the reliance on organic compounds as energy and carbon 
sources—evolved after lithoautotrophy. 

Ever since their discovery, marine hydrothermal systems have been put 
forth as possible environments for the origin of (thermophilic) life (29-33).  In 
addition to the phylogenetic and thermodynamic inferences mentioned above, 
support for this theory also comes from planetary arguments.  Until ~3.8 Ga, the 
Earth was subject to heavy bombardment by massive meteorites that could have 
sterilized all near-surface environments.  It has been proposed that deep-sea 
hydrothermal systems could have served as refugia for the survival and 
evolution of early life (34-36).  It perhaps should be noted, however, that some 
researchers continue to argue against hydrothermal system theories and prefer 
the primordial ocean as the spring of life, with heterotrophy as the first 
metabolic strategy (37).  Nevertheless, based on the abundance of evidence from 
numerous and disparate sources, we adopt as most likely that the first organism 
was a chemolithoautotroph, and that its niche was a marine hydrothermal 
system.   

The focus then shifts to describing the physicochemical properties of that 
system.  Because metabolic processes are primarily electron transfer processes, 
redox disequilibria must have existed in such a system to facilitate the transition 
from a sterile, prebiotic world to one inhabited by single-celled life forms.  A 
reaction zone can be envisioned where hot, chemically reduced, perhaps slightly 
alkaline hydrothermal fluids mixed with cooler, more oxidized, arguably acidic 
seawater to generate a redox front (18).  It is at such an interface that inorganic 
compounds may have reacted to form simple organic molecules, which then 
polymerized and ultimately led to something that resembled a 
compartmentalized cell and the origin of life.  In an effort to better understand 
potential metabolic reactions in such an environment, we calculate the Gibbs 
energy of reaction (ΔGr) for the synthesis of individual molecular building 
blocks (amino acids, nucleotides, fatty acids, saccharides, amines) that constitute 
prokaryotic biomass.  The reactants are inorganic compounds, and the energetics 
apply to a hydrothermal solution with seawater and vent fluid end-members. 

Mixing of Seawater and Vent Fluid 

Rapid mixing of two chemically distinct fluids yields a solution that is, at 
least temporarily, out of thermodynamic equilibrium.  Here, we propose the 
formation of a hydrothermal solution that is the product of late Hadean vent 
fluid mixing into late Hadean seawater.  In this mixed solution, disequilibria 
among redox sensitive compounds represent an energetic drive for the abiotic 
synthesis of organic compounds.  Similar mixing scenarios have been used 
effectively to model the energetic yields of chemolithotrophic metabolisms on 
Earth (21), Mars (38, 39), and Jupiter’s moon Europa (40), and to evaluate the 
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energetics of organic synthesis (23, 41), including amino acids (22, 42).  The 
models first require that the compositions of the two end-member fluids be 
defined.   

Composition of Late Hadean Seawater 

Defining a representative composition for the ocean end-member in the 
models is particularly challenging because nearly every aspect of the physical 
and chemical state of the coupled ocean/atmosphere system on the early Earth 
(temperature, pH, elemental composition, salinity, oxidation state, etc.) is poorly 
understood at present and continues to generate vigorous debate.  We adopt an 
ocean composition that appears consistent with the currently available 
constraints.  The composition of the model late Hadean seawater used in this 
communication is given in Table I. 

There appears to be a general consensus that the atmosphere prior to the 
advent of life was mildly reducing, dominated by N2 and CO2, with minor 
amounts of reduced gases such as H2 and CH4, and very little or no O2 (43, 44).  
However, the actual abundances of these components in the early atmosphere, 
and consequently in the early ocean, remain uncertain.  Russell and colleagues 
have advocated a moderately acidic early ocean, with the acidity attributable to 
the formation of carbonic acid in equilibrium with an atmosphere containing 1-
10 bar CO2 (18).  Elevated CO2 has also been suggested as a means of providing 
greenhouse warming to counter the faint young sun (43, 45).  However, geologic 
observations and early atmosphere models suggest that several bars of CO2 
might not have been tenable given geologic constraints (7).  Methane (CH4) also 
has been suggested as an alternative to CO2 as a key greenhouse gas for the early 
Earth (46, 47), but perhaps a CO2-enriched atmosphere gave way to a CH4-
enriched atmosphere only after the onset of biological methanogenesis (44).  For 
this study, we adopt a late Hadean ocean in equilibrium with an atmosphere that 
contains elevated, but not extreme, levels of CO2 (0.2 bar).  This leads to a 
mildly acidic ocean with pH equal to 6.5.  
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Table I. Compositions of End-Member Fluids Used in the Mixing 
Calculations 

 Seawater Hydrothermal Fluid 
T (°C)      25     140 
pH        6.5         9.0 
Eh (mV)       -0.30        -0.71 
H2(aq)        0.00054       16. 
ΣCO2

      22.7         0.01 
O2(aq)        10-9         0. 
Na    464.     607. 
Cl    540.     650. 
Ca      14.2       20. 
Mg      31.1         0.001 
Fe        0.12         0. 
K        0.1       10. 
CH4(aq)        0.         2.0 
ΣH2S        0.0002         0.1 
SO4

2-        0.1           0. 
SiO2(aq)        0.11         0.005 
NOTE: All concentrations in mmol kg-1. 

 
It has been argued, largely on the basis of oxygen isotopes, that the Archean 

ocean had temperatures substantially elevated relative to the modern ocean (i.e., 
45-70ºC) (48, 49).  Conversely, others have argued that such elevated 
temperatures may not be consistent with the geologic evidence, and that the 
isotopic observations can be accounted for by other explanations (47).  In the 
absence of more definitive constraints, we adopt a conservative temperature of 
25 ºC.   Further, late Hadean seawater is taken here to have had concentrations 
of dissolved Na and Cl similar to modern seawater, and concentrations of Ca, 
Mg, and Fe set by saturation with respect to the common minerals calcite 
(CaCO3), magnesite (MgCO3), and siderite (FeCO3), respectively.  Similarly, 
aqueous SiO2 and H2S are set by saturation with respect to quartz (SiO2) and 
pyrite (FeS2), respectively.  Tian et al. (50) recently suggested that the H2 level 
in the early atmosphere was 0.1 bar or higher, but Catling and Claire (44) argue 
that an atmospheric mixing ratio on the order of 10-3 was more likely.  
Accordingly, our model sets the early ocean in equilibrium with 0.001 bar of 
atmospheric H2, leading to an aqueous concentration of 0.54 μmol kg-1.  We 
further assume that equilibrium with dissolved H2 controls the oxidation state of 
dissolved Fe.  Sulfur isotope signatures from the early Earth constrain O2 levels 
to below 10-5 bar (51), but because the precise level is unknown, we assumed a 
dissolved concentration of 10-12 mol kg-1.  Sulfate levels in the early ocean were 
apparently <0.2 mmol kg-1 (52), and we assign it a nominal concentration of 0.1 
mmol kg-1.   
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Composition of Late Hadean Vent Fluid 

It has been proposed that the origin of life occurred where moderate 
temperature (<~150 °C) hydrothermal fluids discharged from serpentinized 
ultramafic rocks (16, 18, 53).  Owing to chemical reactions taking place during 
the reaction of ultramafic rocks (<45% SiO2 and high MgO and FeO content) 
with water during serpentinization, fluids discharged from serpentinites at 
moderate to low temperatures are alkaline with high levels of reduced 
compounds (e.g., H2, CH4).  The production of H2 in this process can be 
portrayed by the general reaction 
 
(Mg,Fe)2SiO4 + aH2O →  
   (Olivine) 
 x(Mg,Fe)3Si2O5(OH)4 + yMg(OH)2 + zFe3O4 + zH2. (1) 
                               (Serpentine)            (Brucite)   (Magnetite) 
 
where the stoichiometric coefficients (a, x, y, and z) and mineral compositions 
depend on several factors including temperature, pressure, and water-rock ratio.  
On the modern Earth, serpentinites form primarily where ultramafic rocks from 
the mantle are transported to near surface environments by tectonic processes, 
but on the early Earth, ultramafic rocks would have been more widespread 
owing to the occurrence of komatiitic lava flows (54, 55). 

The Lost City system in the Mid-Atlantic (56, 57) represents a modern 
analog of the alkaline hydrothermal vents proposed by Russell and colleagues as 
the site of the origin and early evolution of life.  At Lost City, warm (<30-90 
ºC), alkaline (pH = 9-11) hydrothermal fluids discharge at the seafloor, where 
they form chimneys composed of carbonate minerals and brucite (Mg(OH)2).  
The fluids contain high levels of H2 generated by the serpentinization process 
(reaction 1) as well as elevated levels of CH4.  Dissolved inorganic carbon in the 
fluids is very low, owing to precipitation of carbonate minerals in the subsurface 
at the strongly alkaline pH. 

The composition of the end-member late Hadean model vent fluid used in 
our mixing calculation is based on the measured composition of the Lost City 
vent fluids (Table I).  Although the highest seafloor fluid temperatures measured 
there are only ~90 ºC, the fluid chemistry suggests that the composition is 
controlled by water-rock reactions at higher temperatures (58, 59).  Based on H 
and O isotopes, Proskurowski et al. (59) estimate the temperature in the 
subseafloor reaction zone to be <150 ºC; therefore, we adopt a temperature of 
140 ºC for our end-member hydrothermal vent fluid.  The pH is set to 9, which 
is at the lower end of the range measured at Lost City; the more alkaline pH 
values recorded in the vent fluids require respeciation of the fluid at 
temperatures below 90 ºC.  Concentrations of H2, CH4, and Ca in the fluid are 
based on reported concentrations at Lost City (57).  Concentrations of HCO3

- 
and dissolved Mg are set by saturation with calcite and brucite, respectively.  
Concentrations of other components (K, Fe, SiO2, SO4

2-, H2S, and NH4
+) in the 

fluids at Lost City have not been reported, and so are assigned nominal 
concentrations here. 
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Mixing Calculations 

The composition of the fluid during mixing of late Hadean seawater with 
late Hadean vent fluid was calculated using the computer program EQ3/6 (60).  
All calculations were performed at 250 bar to simulate the elevated pressures of 
the deep sea.  The thermodynamic database required for EQ3/6 was generated 
using the SUPCRT92 computer program (61), and includes thermodynamic data 
for minerals from Helgeson et al. (62) and for aqueous species and complexes 
from Shock and Helgeson (63), Shock et al. (64, 65), Sverjensky et al. (66), and 
McCollom and Shock (21). 

The model starts with 1 kg of vent fluid at 140 ºC, and then adds small 
amounts of 25 ºC seawater in increments, continuously recalculating the 
composition and chemical speciation of the mixed fluid after each step.  The 
temperature of the mixed hydrothermal solution is assumed to scale linearly 
with the proportions of the end-member fluids.  It was presumed that all redox 
reactions were kinetically inhibited on the timescales of mixing.  Minerals were 
allowed to precipitate during mixing, except that precipitation of graphite and 
dolomite were presumed to be kinetically inhibited.  Mixing resulted in the 
precipitation of 141 g of carbonate [(Ca0.46Mg0.47Fe0.07)CO3], together with trace 
amounts (<<1 g) of brucite (Mg(OH)2) and monticellite (CaMgSiO4) from each 
kg of vent fluid mixed with seawater, which primarily occurs at high 
seawater:hydrothermal fluid mixing ratios. 

The changing composition of the hydrothermal solution during mixing is 
shown in Figure 1, where it can be seen that the pH drops substantially from 9 to 
~6 during initial mixing.  Since redox reactions were presumed to be kinetically 
inhibited, H2 concentrations show a gradual decrease with increasing 
seawater:hydrothermal fluid ratio (SW:HF), reflecting conservative mixing.  
Owing to the combined effects of decreasing H2 and pH, the electrode (or 
reduction) potential (Eh) of the fluid increases sharply from -0.71 mV at 140 °C 
to >-0.5 mV at 125 °C during initial mixing.  The Eh then increases more 
gradually with increasing SW:HF as temperatures drop from 125 to 25 °C.  
Other  components  of  the  fluid  exhibit  gradual  changes  in  composition  
with mixing, reflecting the contributions from the two end-members and small 
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Temperature (°C)
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Figure 1.   Calculated composition of the fluid during mixing of alkaline 

hydrothermal vent fluid with seawater on the early Earth.  Compositions are 
shown as a function of temperature and the equivalent seawater:hydrothermal 

fluid (SW:HF) mixing ratio. 

losses, particularly of Ca, Mg, and dissolved CO2, from the fluid owing to 
mineral precipitation.  Because there are few constraints on the amount of 
ammonia in seawater or hydrothermal fluid on the early Earth, the calculations 
assume a constant, conservative concentration (10-8 mmol kg-1) in the mixed 
solution at all temperatures. 
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Energy Calculations 

The energetics are calculated for the synthesis of biomolecules that make up 
a representative prokaryotic cell, starting with inorganic constituents.  This 
approach builds on pioneering work by Morowitz (67) to assess the energy costs 
of anabolism in autotrophs, later studies by Stouthamer and Bettenhaussen (68) 
and Battley (69-71) to evaluate these costs in heterotrophs, and efforts by 
Amend and Shock (22) to model hydrothermal amino acid synthesis.  
Specifically, our computational method mimics that in our earlier work on 
biomass synthesis in present-day low temperature oxic and anoxic environments 
(72).  In that study, prokaryotic biomass was divided into the individual 
molecular building blocks (amino acids, nucleotides, fatty acids, saccharides, 
amines) that comprise proteins, nucleic acids, membranes, cell walls, and other 
major cellular components.  Values of ΔGr are then calculated for the synthesis 
of these building blocks from HCO3

-, NH4
+, H2S, HPO4

2-, H+, and electrons (e-) 
at the temperature, pressure, and chemical composition that may have existed in 
a mixing zone of late Hadean seawater and hydrothermal vent fluid.  Consistent 
with the laws of thermodynamics, the energetics are path-independent, which 
translates to viewing the cell as a ‘black box’ where inorganic precursors are 
converted to biomolecules without any attempt (or need) to describe the 
particular anabolic pathways.  This can be represented by a chemical reaction 
with the generic form 

 
aHCO3

- + bNH4
+ + cH2S + dHPO4

2- + eH+ + fe- → uAlanine + vAMP2- +  
 wPalmitate + xGlucose + yPutrescine + … + zH2O, (2) 

 
where the reaction products represent the cellular building blocks.  

The biomass synthesis reactions are written here in the biological 
convention as half-cell reactions with the hypothetical free electron (e-).  As 
discussed in detail in McCollom and Amend (72), this is thermodynamically 
equivalent to writing reactions with dissolved H2, as long as the reaction 

 
 2H+ + 2e- → H2(aq) (3) 
 
is presumed to be in equilibrium (which is generally the case).  In the half-cell 
reactions, the electron represents the ‘reducing power’ to convert the oxidized 
carbon in HCO3

- to the reduced carbon in biomolecules.  The activity of e- (ae-) 
can be directly related to Eh through the relation 
 
 ln ae- = -F Eh/RT, (4) 
 
where F stands for the Faraday constant, and R and T denote the gas constant 
and the temperature in Kelvin, respectively. 

As representative prokaryote biomass, we use the composition of 
Escherichia coli (Table II) given by Battley (69).  The chemical make-up of E. 
coli is much better known than that of any arguably more appropriate, deeply-
branching archaeon or bacterium, but differences in biomass composition among 
microorganisms are probably of secondary importance relative to the bulk 
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chemistry of the system.  And, as noted in McCollom and Amend (72), these 
calculations can be easily tailored to other system and/or biomass compositions 
as more information becomes available. 

The energetics of the synthesis reactions were computed with the equation 
 

 rrr QRTGG ln+Δ=Δ ο , (5) 
 

where ΔGr, R, and T are as stated above, ο
rGΔ  denotes the standard Gibbs 

energy of reaction r, and Qr stands for the activity product, which can be 
calculated with the equation 
 
 ri

ir aQ ,νΠ= , (6) 
 
where ai represents the activity of species i and ri,ν  the stoichiometric reaction 
coefficient of that species in reaction r, which is negative for reactants and 
positive for products.  In other words, the Q-term takes into account the 
chemical composition of the environment (here, the mixture of late Hadean 
seawater and hydrothermal vent fluid) and of the biomass (here, the intracellular 
concentrations of the biomolecular building blocks).  The ο

rGΔ -term, on the 
other hand, takes into account the standard state Gibbs energies of each species 
in a reaction at the temperature and pressure of interest, which can be computed 
with the equation 
 
 οο ν irir GG Δ=Δ ∑ , . (7) 
 

It follows from equations (5)-(7) that in order to estimate the amount of 
energy required to synthesize the cellular building blocks from inorganic 
precursors, we need: a) values of ο

iGΔ  at the appropriate temperatures and 
pressures for all compounds involved in the synthesis reactions, b) estimates of 
the mixed hydrothermal fluid composition (discussed above), and c) 
representative biomass composition (here, that of E. coli given in Table II).  The 
necessary values of ο

iGΔ  were calculated with the computer code SUPCRT92 
(61) using standard state thermodynamic properties and revised Helgeson-
Kirkham-Flowers equation of state parameters published in the literature, or, in 
several cases, generated in this study.  Values of ο

iGΔ  (Table III) were 

computed at 250 bar and temperatures to 150 °C.  These values of ο
iGΔ  were 

then used with equation (7) to compute values of ο
rGΔ  for the synthesis 

reactions at 250 bar and temperatures up to 150 °C, which are given in Table II. 
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Results and Discussion 

Using the fluid compositions determined with the mixing models, the 
energetics (ΔGr) of the biomass synthesis reactions shown in Table II were 
calculated with equation (5) for late Hadean mixed hydrothermal solutions for 
temperatures up to 125 °C.  Results of these calculations are shown in Tables IV 
and V for temperatures of 125, 100, 75, and 50 ºC, corresponding to seawater-
hydrothermal fluid mixing ratios of 0.15, 0.54, 1.3, and 3.6, respectively.  Also 
shown are calculations at 25 ºC, corresponding to biomass synthesis at the 
assumed conditions of late Hadean seawater.  The values of ΔGr for the 
synthesis of 20 amino acids, 8 nucleotides, 5 fatty acids, 8 saccharides, and 4 
amines, which are the monomeric constituents of model prokaryotic biomass, 
are given in Table IV in units of kilojoule per mole of monomer.  In Table V, 
these values are converted to units of joule per gram of biomass (dry weight), 
which is here defined as the sum of the monomers.  Values of ΔGr (in J/g cells) 
for total amino acids, total nucleotides, total fatty acids, total saccharides, total 
amines, and total cell biomass are also listed in Table V and, in addition, are 
plotted in Figure 2. 

It can be seen in Tables IV and V and in Figure 2 that the energetics for the 
monomer synthesis reactions differ substantially at different temperatures.  This 
is due, on the one hand, to the temperature dependence of the ο

rGΔ -term, and on 
the other hand, to the compositional variation expressed in the Qr-term.  The 
composition of the mixed hydrothermal solution varies with temperature, 
because the end-member fluids (seawater and hydrothermal fluid) differ in 
temperature and chemical composition (Figure 1).  Note that values of ΔGr at 25  
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Figure 2.  Calculated Gibbs energies of reaction as a function of temperature 

for molecular building blocks of cells and for total biomass. 
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°C represent those in pure Hadean seawater, while those at 125 °C, for example, 
represent a SW:HF ratio of 0.15.  ο

rGΔ  and Qr are both temperature dependent, 
but at low temperatures, differences in chemical composition (the Qr-term) play 
a far greater role in the energetics (ΔGr) than differences in the standard state 
properties (the ο

rGΔ -term).  This can be seen by comparing values of ο
rGΔ  in 

Table II with values of ΔGr in Table IV.  As an example, ο
rGΔ  of alanine 

synthesis at 25 and 50 °C differ by 7 kJ/mol, but the corresponding difference in 
ΔGr is 114 kJ/mol; the Qr-term accounts for the difference between these two, or 
107 kJ/mol.  It should be pointed out, however, that the picture is quite different 
when considering larger temperature differences.  If we again use the example 
of alanine synthesis, but this time at 25 and 125 °C, we note that the difference 
in ο

rGΔ  is 35 kJ/mol, and the difference in ΔGr is 55 kJ/mol; the Qr-term 
accounts for only 20 kJ/mol.  The same general trends hold for the other 
synthesis reactions as well. 

Close inspection of Tables IV and V and Figure 2 reveals that the reaction 
energetics for all biomass monomers are most favorable in the mixed 
hydrothermal solution at moderate temperatures─here, this is best represented 
by 50 °C.  At 25 °C (i.e., pure Hadean seawater), there is not enough reducing 
power to synthesize organic compounds from HCO3

-, and values of ο
rGΔ  are 

less negative than at higher temperatures.  At 125 °C, electron donors from the 
hydrothermal fluid are plentiful, and values of ο

rGΔ  are more negative, but 
these effects on ΔGr are partially offset by the corresponding effects of low 
HCO3

- concentrations and higher pHs.  At 50 °C, the energy contributions from 
HCO3

- and H+ in seawater and from reducing power in the form of electrons in 
the hydrothermal fluid are optimized, resulting in the most negative Gibbs 
energy values.  That said, the specific temperature (here, 50 °C) should not be 
overinterpreted.  It merely indicates that a moderately elevated temperature 
relative to that of seawater, but with sufficient hydrothermal contribution for 
reducing power, is thermodynamically most favorable for the biomass synthesis 
scenario outlined here. 

Further inspection of these results, best seen in Figure 2, shows that over the 
entire temperature range investigated, the synthesis of nucleotides is endergonic 
(ΔGr > 0) and only moderately temperature dependent; the synthesis of amines 
and saccharides occurs at or near equilibrium (ΔGr = 0); and that of fatty acids is 
exergonic (ΔGr < 0) and also only moderately temperature dependent.  Amino 
acid synthesis, however, is endergonic only at very low temperatures; it is highly 
exergonic over most of the temperature range, and strongly temperature 
dependent.  Note also in Figure 2 that the energetics of synthesizing total cell 
biomass (the sum of all monomers) mimics that of total amino acids.  ΔGr is 
positive only at low temperatures, minimizing at 50 °C, where the synthesis 
reactions are highly exergonic.  With increasing temperature above 50 °C, ΔGr 
increases, but remains negative even at the highest temperatures investigated. 

The model results have two particularly significant implications for the 
origin and early evolution of life on Earth.  First, the calculations show that in 
the transition from the prebiotic world to the biotic world, the energetics of 
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synthesizing the monomeric constituents of biomass are not only most favorable 
in a moderate temperature zone where seawater and hydrothermal fluid mix, but 
that, in fact, small amounts of chemical energy may be liberated by these 
processes.  Second, the model results imply that once life got started in such 
environments, the proliferation of cells would have required relatively little 
energy input.  Consequently, moderately thermophilic organisms that carried out 
methanogenesis or sulfur reduction, as just two of several metabolic examples, 
could have thrived in such hydrothermal systems on very anemic net energy 
sources. 

The results of our computations are, of course, dependent on the assumed 
compositions of Hadean hydrothermal fluid and seawater, and will vary 
somewhat if the compositions of these fluids on the early Earth differ from those 
used here.  However, because hydrothermal fluid compositions in serpentinizing 
systems are predominantly controlled by reactions with minerals in the 
subsurface and there is no reason to believe that the composition of ultramafic 
rocks on the early Earth were substantially different from those today (73), the 
composition of fluids discharged from serpentinites has probably changed very 
little over the past 4 billion years.  One aspect of the assumed hydrothermal fluid 
composition, however, that may warrant further exploration is the level of 
dissolved inorganic carbon (DIC).   

At Lost City, DIC levels (primarily as CO3
2-) are very low.  Seawater HCO3

- 
is apparently quantitatively removed in the Lost City system by precipitation of 
carbonate minerals during circulation through the crust, and the dissolved 
carbon in the fluid, predominantly in the form of CH4, is derived from 
dissolution and reduction of mantle CO2 (59, 74).  It is conceivable that DIC 
levels in serpentinite-hosted hydrothermal fluids on the early Earth may have 
been higher than in the Lost City system.  Indeed, DIC levels in some terrestrial 
serpentinite-hosted alkaline springs are substantially higher than at Lost City 
(75), although the abundance of dissolved carbon in these groundwater-fed 
systems may have been influenced by interaction with carbonate-rich rocks in 
the subsurface. 

If present at anything above trace levels, DIC in moderate- to low-
temperature serpentinite-hosted hydrothermal fluids would be in disequilibrium 
with the amount of H2 present in such highly reducing systems.   In this case, 
Gibbs energies of biomolecule-forming reactions would be exergonic (ΔGr < 0) 
even in the endmember hydrothermal fluid, and mixing with seawater would not 
necessarily be required to provide a thermodynamic impetus for synthesis of 
biomolecules.   Higher hydrothermal DIC contents would therefore make the 
thermodynamics of biomass synthesis more favorable at the high temperarture 
end of the calculations shown here.    

Conclusions 

It is a basic tenet of biochemistry that anabolism─the synthesis of cellular 
components from simple precursors─requires energy, and further, that this 
requisite energy derives from catabolism─the biochemical breakdown of 
organic or inorganic compounds in electron transfer processes.  That energy 
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must be invested in biomass synthesis is largely based on observations made on 
organisms inhabiting the oxic and suboxic ecosystems that are pervasive on or 
near the surface of the modern Earth.  The modelling efforts described here 
demonstrate that in strongly reducing environments where H2 is abundant, such 
as occurs at sites of hydrothermal venting from ultramafic rocks, the energy 
requirements for biomass synthesis should be substantially lower.  In some 
cases, the conversion (reduction) of bicarbonate to biomolecules may yield 
small amounts of additional metabolic energy to the organism.  Based in large 
part on these energetic advantages in biomass synthesis, hydrothermal systems 
are viewed as particularly favorable sites for the origin of life.  Perhaps, life got 
its start in the late Hadean at a temperature, pH, and redox front where biomass 
synthesis was energetically optimized.  The additional challenges of investing 
metabolic energy in biomass synthesis may have occurred only as subsequent 
evolution enabled organisms to occupy an evermore geochemically diverse 
array of environments. 
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Chapter 5 

Prebiotic Selection of the AT Base-Pair? 

A Physical Organic Approach to Understanding AT Base-Pair 
Stability Indicates Special Stability (1, 2) 

Jordan R. Quinn,1 Steven C. Zimmerman,1,* Janet E. Del Bene,2 and 
Isaiah Shavitt1 

1Department of Chemistry, University of Illinois, Urbana, IL 61801 
2Department of Chemistry, Youngstown State University, Youngstown, 

Ohio 44555 

The A·T and G·C base-pairs have been investigated 
experimentally and computationally to examine whether they 
contain any special stability relative to other base pairs.  An 
empirically based relationship between overall complex 
stability (−ΔG°) and various possible component interactions 
is developed to probe the question in a large set of 
experimentally determined base-pairs and their analogs. 
Unexpected stability is observed in the A·T pair, and its origin 
is examined computationally. The results and their possible 
relationship to prebiotic chemistry are described. 
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It has been proposed that in the prebiotic world RNA preceded proteins and 
functioned both as a catalyst and an information storage unit (3-5).  Given the 
hydrolytic instability of cytosine, there is further speculation that this “RNA 
world” (6) initially had a single base pair (A·U) (7),  Not everyone agrees that 
A·U is a likely component of a primordial replication system (8), but if it were, 
an obvious question is why A·U?  In experiments that simulate possible early 
conditions on Earth, it was elegantly shown that adenine can be produced from 
HCN and base in up to a 0.5% yield (9).  But the low yield and the complex 
mechanism for formation of adenine (10 ) makes it likely that many other 
possible candidates were present (11, 12).  In considering the chemical etiology 
of the nucleic acids (13, 14) is it possible that A·U might possess some special 
stability that, say relative to other doubly hydrogen bonded base-pairs, might 
give it a competitive advantage? 

Special Stability in Base Pairs 

The molecular-level genetic storage units, A·T/U and G·C base-pairs, are 
clearly special.  For example, it is well documented that a single tautomeric 
form predominates in each of the four bases, disfavoring mismatches.  What is 
less well known is whether the strength of base pairing is enhanced by 
interactions in addition to the strong N−H···N and N−H···O hydrogen bonds that 
are present.  With regard to special stability, early measurements of association 
constants (Kassoc) of base-pair analogs in chloroform by Rich and coworkers 
showed that A·T/U and G·C base-pairs are more stable than mismatched 
complexes or base dimers ( 15 - 17 ).  The concept of a special electronic 
complementarity (15) was most clearly supported by the observation that the 
Kassoc for the A·U base-pair was significantly higher than the Kdimer for A·A and 
U·U, despite all three pairs containing two hydrogen bonds.  Jorgensen 
attributed the greater stability of the A·T base-pair to differences in the strength 
of primary hydrogen bonds (acidity/basicity) and to secondary electrostatic 
interactions between proximal hydrogen bonding sites (18-20).  Rebek (21), 
Hunter (22), and others have suggested a CH···O hydrogen bond between H-8 of 
adenine and O-2 of thymine.  In addition, many theoretical studies in the 
literature have reported the results of electronic structure calculations on the A·T 
base pair. 

To further examine the question of special stability and potentially quantify 
it, we took a decidedly physical organic and theoretical approach.  The goal is to 
develop a method of empirically predicting base pair stability with the idea that 
a linear relationship between predicted and experimental values would allow us 
to identify examples that deviate from expectations. 
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Phenomenological Approach 

The objective of this phenomenological analysis is to establish a correlation 
between assignable increments and complexation free energy (−ΔGº298).  This 
approach was first used by Jorgensen (18-20) and subsequently expanded by 
others (23-28), however, these models apply to a limited group of base pairs.  
Our approach uses an expanded dataset and introduces new variables with a goal 
of identifying any special stability in the natural base pairs.  Using a 
combinatorial, multivariate linear regression analysis ( 29 ), we correlate 
experimental −ΔGº298 values with component interactions using equations of the 
general form: 

 
ΔGº298 = constant + ana + bnb + …                               (1) 

 
Our dataset contains 256 hydrogen-bonded complexes with association 

constants (Kassoc) in chloroform of at least 1 M−1.  Chloroform is a common 
solvent for studying hydrogen bonding because it weakly competes for hydrogen 
bonding sites and dissolves many bases.  In addition, π-stacking does not 
interfere with hydrogen bonding measurements in chloroform.  It is unlikely that 
DNA and RNA bases evolved in organic solvent, however, chloroform is the 
logical choice for this model because hydrogen bonding in chloroform is so 
widely studied.  Many of the association constants were measured in our 
laboratory, but most of the data were collected from the literature (1, 2).  Some 
of the structures closely resemble natural DNA or RNA base-pairs, others less 
so, but all compounds contain an approximately linear array of hydrogen-bond 
donor and acceptor groups.  Clefts, macrocycles, and related host-guest systems 
were not included.  The complexes contain up to six primary hydrogen bonds 
and the free energies of complexation range from ca. −0.8 to 10.9 kcal mol−1.  
The dataset is believed to be comprehensive and a few representative examples 
are shown in Figure 1. 

Hydrogen Bonding Parameters 

Two of the most important predictors of hydrogen bonding strength are 
proton acidity and number of hydrogen bonds.  Amido protons generally form 
stronger hydrogen bonds than do amino protons because of their higher acidity 
(30).  Figure 2 illustrates this effect in a series of acylated diaminopyridines 
hydrogen bonded to thymine (31).  Monoacylation of 2,6-diaminopyridine (7) 
leads to a 2.7-fold increase in the association constant.  Diacylation increases the 
association constant by a factor of 5.2  (32).  In general, base pairs 
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Figure 1. Hydrogen-bonded structures of A·T, G·C, and some synthetic base 
pairs.  Reproduced from reference 1.  Copyright 2007 American Chemical 

Society. 

containing a donor site conjugated with a carbonyl group had higher association 
constants than those without.  Within a given series, acylation supplied ca. 0.1 to 
1 kcal mol-1 stabilization, however, a parameter for this acylation effect was 
difficult to fit using multiple regression because of the overall variability in 
complexation strengths.  Better fits were obtained when association constants 
for complexes such as those in Figure 2 were averaged.  This has the effect of 
offsetting differences in acidity of hydrogen bond donors and reducing 
variability in association constants due to experimental error.  In some cases 
identical hydrogen-bonded complexes measured in different laboratories have 
association constants differing by up to an order of magnitude.  This is 
presumably due to slightly different experimental conditions from lab to lab.   
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Figure 2. Acylation of diaminopyridine (7) increases Kassoc with thymine. 

Primary and Secondary Interactions 

In a preliminary regression analysis that followed Jorgensen’s method (20), 
better fits were obtained by using separate variables for the two types of primary 
hydrogen bonds (NH···O and NH···N).  Separating primary O···HN and N···HN 
hydrogen bonds significantly improved adjusted R2 values, not only because 
carbonyl oxygen is a better acceptor than nitrogen, but also because species 
containing carbonyls generally have more acidic protons.   

Repulsive secondary electrostatic interactions occur when adjacent donor or 
acceptor sites repel each other, leading to destabilization of the complex.  
Attractive secondary interactions are, essentially, long, non-linear hydrogen 
bonds that stabilize the complex.  An alternating arrangement of hydrogen bonds 
would therefore lead to a weaker complex.  In our analysis, separating the 
attractive and repulsive secondary interactions had a negligible effect on 
adjusted R2.  Further separating the components of secondary interactions 
(O···HN, N···HN, O···O, N···N, H···H) also did not significantly improve 
adjusted R2 values.  Use of a single variable (nsec) for all the secondary 
electrostatic components worked as well as the three-component method 
(repulsive H···H, repulsive N/O···N/O, attractive H···N/O).  Thus the single-
variable method was chosen for the secondary interactions in the full analysis.   

Multiple Regression Analysis 

Of the regression analyses performed using all 256 experimental −ΔGº298 
values, four analyses gave R2 > 0.9, each minimally containing nintra, nNH···O, n-
NH···N, nCH···O, and nsec.  These terms are summarized in Table I.  The nintra term is 
used when an intramolecular hydrogen bond must be broken in one of the 
components prior to complexation (e.g., pyridylureas) and the term nCH···O 
indicates the number of CH···O contacts.  Better fits were obtained when the 
terms ninter and nintra were separate, rather than combining them as a single term 
(i.e., ninter minus nintra).  Equation 2 fits the data with an adjusted R2 = 0.905.  The 
P values for the intercept and variables were all < 10−6, indicating a high degree 
of statistical significance.   
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Table I.  Summary of Variables in Multivariate Regression Analysis. 

Symbol Variable 

nintra Intramolecular H-bonds broken before complexation 
nNH···O Intermolecular H-bonds formed between NH and C=O groups 
nNH···N Intermolecular H-bonds formed between NH and −N= groups 
nCH···O Intermolecular interactions between CH and C=O groups 
nsec Net secondary electrostatic interactions (attractive − repulsive) 
nRAHB Resonance assisted H-bonds (cooperative H-bonds) 
nrot Number of unconstrained single bonds frozen in complex 

 
 
ΔGº298 = 5.6 + 3.2nintra − 3.5nNH···N − 4.1nNH···O − 0.7nsec − 2.2nCH···O        (2) 

 
 
When two bases pairs there is a loss of translational and rotation entropy. It 

is likely that the constant in eq 2, which was necessary for good fits, both 
accounts for this constant energy loss as well as collecting statistical errors (29). 
Its magnitude (5.6 kcal mol-1) is lower than the value of 7-11 kcal mol-1 
generally agreed upon as representing the loss in energy when two components 
are held rigidly fixed (33, 34), but residual motion in complexes will likely 
lower the value ( 35 , 36 ). Furthermore, related constants determined in 
regression analyses of ligand/drug-receptor and enzyme-inhibitor complexes 
(37-40) have similar values. To illustrate the usefulness of the components in eq 
2, the best fit of the data using just the total number of primary and secondary 
hydrogen bonds gave an adjusted R2 = 0.554.  Inclusion of an intercept 
(2.8 kcal mol−1) and excluding those complexes that contain intramolecular 
hydrogen bonds gave an adjusted R2 of only 0.750. 

Resonance-Assisted Hydrogen Bonds 

Resonance-assisted hydrogen bonding (RAHB) occurs when electronic 
polarization strengthens hydrogen bonds in adjacent sites (41).  In contrast to the 
Jorgensen model, RAHB theory implies that an alternating arrangement of 
donor and acceptor sites enhances complex stability.  Addition of the term nRAHB 
minimally increased the adjusted R2, as did inclusion of nrot alone or together 
with nRAHB.  Previous studies of RAHBs suggest that it is the σ-skeleton of an 
unsaturated system that is responsible for the increased stability of 
intramolecular hydrogen bonds (42, 43).  This is consistent with our finding that 
a term for RAHB is not necessary.     
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Classification of the Base-Pairs 

A potential complication in this analysis is the possible tautomerism of the 
bases studied.  In each case we have made the assumption that the tautomeric 
form is as shown.  Additionally, when nondegenerate complexes containing the 
same hydrogen bonding motif are possible, the Kassoc values were statistically 
corrected. In looking at the data collected, one sees that structurally similar 
complexes can exhibit significant differences in their Kassoc values as a result of 
differences in the pKa values of the donor and acceptor sites (substituent effects) 
and because of variability of the actual measurements in different laboratories.  
To better average out some of these factors the 256 complexes were grouped 
into 86 structural classes.  This approach also helps avoid the over-weighting 
complex types with multiple entries.  Shown in Figure 3a is a plot of 
−ΔGº298(expt) vs. −ΔGº298(calcd) using eq 2.  The grouping of complexes gives, 
within experimental error, the same equation, but an improved adjusted R2 value 
(Figure 3b). 

The A·T/U and G·C experimental −ΔGº298 values fit the predicted values 
from eq 2 within experimental error (standard error 0.65 kcal mol−1) (Table II).  
Although G·C pairs primarily via Watson-Crick geometry, the A·T/U base pair 
can exist in four different geometries of approximately equal proportion.  For 
this reason the Kassoc for A·T/U was corrected by a factor of four, assuming equal 
portions of both normal and reversed Watson-Crick and Hoogsteen complexes 
(Figure 4).  Is it not known precisely what the relative amounts of the two forms 
are in solution although early work on the A·U pair in chloroform-d indicated 
ca. 70:30 ratio of Hoogsteen to Watson-Crick forms (44).  More recent studies 
in CDClF2/CDF3 suggest stronger bonding in the Watson-Crick arrangement 
(45).  Neither study made a distinction between normal and reversed forms. 
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Figure 3. Experimental vs. calculated. −ΔGº298 using eq 2; (a) 256 separate and 

(b) 86 grouped complexes.  Reproduced from reference 1.  Copyright 2007 
American Chemical Society 

Table II.  Comparison of the Experimental and Predicted Values of  
−ΔGº298 for the A·T/U and G·C Base Pairs (kcal mol−1).   

 Predicted Expt. (average) Expt. (range) 
A·U 2.2 1.83 1.666 − 1.962 
A·T 2.2 1.63 1.085 − 2.061 
G·C 6.1 5.95 5.454 − 6.407 

SOURCE: Reproduced from reference 1.  Copyright 2007 American Chemical Society. 
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Figure 4. Watson-Crick and Hoogsteen pairing geometries for A·T.  

 

  Ab initio calculations at the MP2/6-31+G(d,p) level indicated that 
Hoogsteen geometry is preferred over Watson-Crick geometry in A·T by 
ca. 1 kcal mol−1.  Factors that might contribute to the preference for Hoogsteen 
geometry are a shorter CH···O contact, a favorable alignment of dipoles, and 
greater distances between secondary repulsive sites.  The calculations also 
indicated that the “reverse” structures are only slightly higher in energy than 
their respective Watson-Crick and Hoogsteen structures. 

CH···O Contacts 

A handful of complexes showed experimental stabilities in excess of that 
predicted by primary hydrogen bonding and secondary interactions alone.   In 
each case a carbonyl group flanks a C-H group.  Including an additional 
parameter in the phenomenological analysis for the putative CH···O interaction 
led to eq 2 and the excellent fits to the data seen in Figure 3.  The role of CH···O 
hydrogen bonding in base pairs and other complexes has been considered before 
(46-53).  Computational studies have examined the contribution of the CH···O 
interaction to the overall A·T base-pair stability, with values ranging from 
negligible (54, 55) to ca. 6% of the total inter-pair bond energy (56).  It is well 
established that CH···O hydrogen bonds exist and they have been discussed in 
the context of DNA base pairing (vide supra).  However, our analysis requires 
an unusually high value (≥ 2.2 kcal mol−1), which is minimally 60% the strength 
of an average primary hydrogen bond in the model.  

The CH···O contact was also investigated in model complexes of adenine 
with ketene and isocyanic acid. The ab initio calculations support the result of 
the phenomenological approach that the A·T base pair does have enhanced 
stability relative to hydrogen-bonded complexes with just N−H···N and N−H···O 
hydrogen bonds.  The ab initio results for a double-mutant cycle and for the 
adenine·ketene and adenine·HNCO models certainly suggest that the CH···O 
interaction plays an important role (though it is a much smaller fraction of the ab 
initio ΔE binding energy of A·T than of the experimental ΔG values), but 
suggest that it is a group interaction, not a simple CH···O hydrogen bond.  This 
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latter conclusion comes from examining the ketene group in a syn and anti 
arrangement, both of which contain identical CH···O interactions, but lead to 
quite different stabilizations.  More details can be found in reference 1. 

Inosine Dimer 

The complex that showed the largest deviation in the regression analyses 
was the inosine dimer (Figure 5), which deviated by more than -2.5 kcal mol-1.  
Inosine may dimerize via two NH···O hydrogen bonds, however, secondary 
electrostatic interactions are avoided if the dimer forms via a single NH···N 
hydrogen bond.  In addition, two CH···O contacts are formed (although one is 
longer than the other by necessity) and the inosine dimer fits the model within 
0.7 kcal mol-1.  Crystallographic data (57-59) indicate single hydrogen bond 
geometry, although solid-state structures are not always indicative of solution 
structure.  A dilution study was performed to test experimentally whether 
inosine pairs via two NH···O hydrogen bonds or via one NH···N hydrogen bond 
and two CH···O contacts.  Upon diluting a chloroform-d solution from 75 mM to 
0.08 mM, the chemical shift of H2 changed by -0.330 ppm and H8 changed by -
0.049 ppm.  The larger upfield shift of H2 relative to H8 may indicate a stronger 
H2···O interaction or a contribution from both hydrogen-bonded species in 
Figure 5.   
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Figure 5. The inosine dimer pairs via two NH···O hydrogen bonds (lefthand 
structure) or via  a single NH···N hydrogen bond and two CH···O contacts 

(righthand structure). 
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Conclusions 

A goal of this work was to identify any special stability in the natural base 
pairs.  Although the G·C base pair has a very high association constant, it 
displays no special stability relative to other complexes containing N−H···N and 
N−H···O hydrogen bonds.  The A·T base pair, on the other hand, requires an 
additional parameter, a CH···O contact, to fit our model.  Our combined 
experimental and computational results indicate that this putative CH···O contact 
is worth about ca. 2−2.5 kcal mol−1, though it’s unlikely this extra stability arises 
from a true CH···O hydrogen bond.  These findings demonstrate the plausibility 
that the A·T base pair was propagated in biological systems because of its 
unique stability. 

It is important to note that the excellent fit generated from eq 2 does not 
confirm the physical significance of the individual components, rather it 
establishes a correlation between assignable increments and complexation free 
energy.  Other factors may play a role, but are not easily assigned variables.  In 
any case, this model highlights primary hydrogen bonding and secondary 
interactions as well as intramolecular hydrogen bonding in pyridylurea-type 
complexes as significant indicators of hydrogen bonding strength.  Equation 2 
has predictive value and suggests CH···O contacts as a useful design 
consideration for synthetic bases.   
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Chapter 6 

Self-Assembly and the Origin of the First 
RNA-Like Polymers 

Heather D. Bean1,2, David G. Lynn1,3, and Nicholas V. Hud1,2 

1Center for Fundamental and Applied Molecular Evolution, Atlanta, GA 

2School of Chemistry and Biochemistry, Georgia Institute of Technology,  
Atlanta, GA 30332 

3Departments of Chemistry and Biology, Emory University, Atlanta, GA 
30322 

Many hypotheses for the origin of life rely on the existence of 
an RNA world, a time in which RNA both stored genetic 
information and performed catalysis, functions that are 
performed by DNA and proteins, respectively, in extant 
biology. However, the de novo synthesis of RNA by plausible 
prebiotic reactions has yet to be demonstrated, leading many 
researchers to conclude that RNA was preceded by an 
informational polymer that resembled RNA, but was easier to 
assemble, i.e., proto-RNA. Still, the synthesis of a proto-RNA 
is not trivial, requiring the selection of a subset of building 
blocks out of a diverse prebiotic chemical inventory, and their 
correct coupling into a polymer. In this chapter we focus on 
the difficulty of selection and coupling in the de novo 
synthesis of RNA-like polymers and provide support for the 
utility of molecular midwives and reversible bonding along a 
template in overcoming these challenges.  

The RNA World – A Bridge to the Origin of Life? 

All known life forms on Earth utilize an intricate and interdependent system 
of biopolymer synthesis and cellular function: genetic information is stored in 
DNA, which is transcribed into RNA that is then decoded by the ribosome and 
translated into protein. The universality of this system, the “Central Dogma” of 
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molecular biology, has led to the hypothesis that all extant biology is descended 
from a single organism, or pool of interrelated organisms, that utilized DNA for 
information storage and proteins as reaction catalysts. However, with respect to 
the origin of life, the hypothesis of a DNA/protein-based common ancestor 
presents a classic chicken-or-the-egg paradox, “Which came first, DNA or 
proteins?” DNA codes for protein synthesis, yet proteins are required for nucleic 
acid synthesis and replication. Proposed in the late 1960s, the RNA world 
hypothesis provided a solution – the first macromolecule was neither DNA nor 
protein, but rather RNA (1-3). As the intermediary molecule between 
information storage and protein synthesis, RNA is a possible candidate to be the 
progenitor of both DNA and protein. Additionally, RNA is capable of storing 
genetic information in its base sequence, and catalyzing chemical reactions. In 
fact, examples of the catalytic role of RNA in extant biology are now known to 
range from self-splicing mRNA molecules to the ribosomal RNA nucleotides 
that directly catalyze the coupling of amino acids in a growing peptide chain (4). 

The synthesis of RNA in extant biology, however, still relies upon the 
participation of proteins. The protein-free de novo synthesis of RNA in a 
prebiotic reaction has yet to be demonstrated after several decades of effort (5). 
Many researchers have therefore concluded that RNA was not the first 
informational polymer of life. Rather, RNA was preceded by an RNA-like 
polymer, or several generations of polymers, termed proto-RNAs, that were 
structurally and functionally similar to RNA, but easier to assemble. Proto-RNA 
could have been comprised of different bases, sugars, and linking molecules that 
were assembled through more thermodynamically and kinetically accessible 
pathways. Without the constraints of the current four RNA bases, ribose, and 
phosphate for the construction of an informational polymer, the possible 
composition of proto-RNAs seems limitless. However, the existence of putative 
monomer units in the prebiotic chemical inventory for the assembly of proto-
RNA would have been dictated by astro- and geochemical processes, paring 
down the set of molecules from which nature could select.  

The origin of life community is compiling an ever-growing list of 
compounds that are believed to have been available for prebiotic chemical 
reactions. Astronomers report the compositions of neighboring terrestrial 
bodies’ atmospheres and surfaces, meteorites, comets, and the seemingly empty 
interstellar medium (6-8), which contain a diversity of molecules ranging from 
molecular hydrogen to ethanol to cyanodecapentayne (HC11N) (9). Geologists 
and atmospheric chemists hypothesize about the composition of the early 
Earth’s atmosphere, oceans, and land based on mathematical models and 
minerals comprising the few ancient rocks that have survived the metamorphosis 
of the planet (10,11). Laboratory chemists use these molecules and proposed 
environmental conditions to guide model prebiotic reactions to further expand 
our understanding of the prebiotic chemical inventory (12-19). Although 
plausible prebiotic syntheses for many biological building blocks have been 
demonstrated (e.g., ribose, several amino acids, and the RNA bases), a prebiotic 
methodology for coupling the RNA monomers into an oligonucleotide has not 
been demonstrated. Thus, there is currently a gap in our conceptual evolutionary 
timeline of life from the small molecule world (i.e., the prebiotic chemical 
inventory) to the appearance of the first proto-RNA molecule. 
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The Missing Link 

The gap in the prebiotic timeline can be attributed to two distinct 
challenges, selection and coupling. From the point of view of selection alone, 
the synthesis of RNA from the prebiotic chemical inventory is a formidable 
challenge. From the vast prebiotic chemical inventory that likely contained 
innumerable molecules resembling the building blocks of RNA, how were the 
Watson-Crick bases and ribose selected? (Figure 1) Even if a process existed by 
which the monomer units could be selected from a complex chemical mixture, 
how did these building blocks become coupled specifically into β-furanosyl 
nucleosides, phosphorylated, and incorporated into an RNA polymer in a 3′,5′ 
orientation so as to assemble extant RNA? (Figure 1) Although evoking the 
existence of a proto-RNA world helps relax some of the restrictions for selection 
and coupling, these two steps still have a profound influence on the synthesis of 
the original informational polymers. In the following sections we will elaborate 
on the challenges of selection and coupling as they relate to de novo RNA 
synthesis in the prebiotic environment. 

Nucleoside Formation 

As discussed above, researchers have defined a varied and ever-growing 
prebiotic chemical inventory, from which adenine, guanine, cytosine, uracil and 
D-ribose would have had to have been selected for RNA synthesis. On what 
criteria were these selections made? One possible answer is that the selection 
was primarily based on high concentrations of RNA precursors relative to 
similar molecules in the prebiotic environment. However, several lines of 
evidence suggest that this mode of selection was not applicable to prebiotic 
RNA synthesis, as demonstrated by the case of D-ribose. The formose reaction 
famously produces an incredible range of sugar products from glyceraldehyde to 
hexoses, branched and straight-chain, with every possible combination of 
stereoisomer and handedness (D and L) observed in the mixture (20). It could be 
argued that the lack of selectivity in ribose production could have been 
overcome if ribose was significantly more stable than the other sugars produced 
by the formose or other reaction, thereby concentrating ribose in the mixture 
over time. However, the Miller laboratory demonstrated that the half-life of 
ribose in aqueous solution is within an order of magnitude of the half-lives of 
other aldopentoses and aldohexoses (21). Therefore, it could not have been the 
concentration of ribose in solution, either through synthesis or stability, that 
selected it for inclusion in RNA molecules. 

The argument of selective synthesis in regards to the incorporation of β-
furanosyl nucleosides as the sole building monomer unit in RNAs is also 
disproved. When coupling bases and ribose together in a simple heating-drying 
reaction (22,23), four nucleoside anomers are possible, β-furanosyl, β-pyranosyl, 
α-furanosyl, and α-pyranosyl ribonucleosides (Figure 2), and the β-furanosyl 
nucleoside is produced without selectivity (22-26). This phenomenon is not 
restricted to glycosides of ribose, but is common for any sugar that adopts 
multiple conformations in solution (25,27-29). 
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It has also been demonstrated that the distribution of nucleoside anomers 
produced in acidic aqueous solutions is kinetically controlled on short time 
scales, but will reach an equilibrium distribution that minimizes steric 
interactions between the base and sugar, which for aldopentoses results in the 
predominance of the α- and β-pyranosyl forms (25,27-29). Therefore, it would 
not have been the selective production of β-furanosyl nucleosides that 
influenced their incorporation into prebiotic nucleic acids. 
 

 
Figure 2. Four anomers of ribosyl nucleosides. “B” represents the nucleoside 

base, which could be uracil, cytosine, adenine, or guanine for RNA. 

Eschenmoser and co-workers have sought to understand if there is a 
structural or chemical advantage that β-furanosyl ribose imposes on RNA that 
selected it from the anomers of ribose and other sugars for the construction of 
the backbone. Their data show that there are several sugars (tetroses, pentoses, 
hexoses) and alternative conformations of ribose (e.g., β-pyranosyl) that are 
capable of forming double-stranded structures when incorporated into nucleic 
acid polymers; some of the modified duplexes are even more stable than the 
RNA duplex (30-34). Taken together, these data support the notion that the 
selective formation of a ribonucleoside out of the prebiotic chemical inventory 
is not likely, and that proto-RNA backbones may have been constructed from a 
sugar (or a mixture of sugars) other than ribose.  

Coupling and the Nucleoside Problem 

In 1972, Fuller and Orgel reported the first prebiotic synthesis of 
ribonucleosides, coupling the preformed bases with ribose in a drying-heating 
reaction (22). This method of synthesis was successful for the formation of 
adenosine and inosine from their concomitant purine bases, adenine and 
hypoxanthine, but did not work for the synthesis of uridine or cytidine (22,23). 
Two years earlier Sanchez and Orgel had demonstrated the stepwise synthesis of 
cytidine monophosphate, beginning with 5′-phosphorylated ribose, followed by 
multiple steps, including chemical addition, UV anomerization, and hydrolysis 
(35). Despite three decades of experimentation by Orgel and others to find a 
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more plausible prebiotic route to uridine and cytidine, no simpler methods have 
arisen (36-38). The lack of pyrimidine nucleoside synthesis, known as the 
nucleoside problem, has even lead some scientists to hypothesize that 
pyrimidines were absent from the earliest nucleic acid polymers (2,3,39-41). 
 Our lab has recently proposed that the barrier to uridine and cytidine 
synthesis lies in the nucleophilicity of the base (26). The absence of an in-plane 
lone pair on N1 dramatically slows nucleophilic attack on C1′ of the sugar 
(Figure 3). Deprotonation at N1 of uracil or cytosine (Figure 3a) would require 
an alkaline pH, which is incompatible with the acid-catalyzed step of glycosidic 
bond formation. Indeed, N9 of adenine and hypoxanthine are sufficiently 
nucleophilic to undergo glycosylation via our proposed mechanism in the 
reported syntheses of Orgel and co-workers (22). The successful synthesis of 
purine nucleosides suggests that there may be pyrimidine bases other than uracil 
and cytosine that are better suited for non-enzymatic pyrimidine nucleoside 
formation, given appropriate substitutions on the base. This hypothesis was 
confirmed by coupling 2-pyrimidinone to ribose under Orgel’s reaction 
conditions and with good yield (Figure 3b) (26). As 2-pyrimidinone is a 
pyrimidine base, this result demonstrates that pyrimidine nucleosides are 
prebiotically plausible, but perhaps uridine and cytidine were not available for 
inclusion in the earliest proto-RNA molecules. 
 

 
Figure 3. Proposed mechanism of pyrimidine nucleoside formation. a) 

Structures of the pyrimidine bases uracil, cytosine, and 2-pyrimidinone. Uracil 
and cytosine are protonated at N1 and therefore do not possess an in-plane lone 

pair of electrons, whereas 2-pyrimidinone does. b) The lone pair on 2-
pyrimidinone nucleophilically attacks C1′ of the oxonium sugar intermediate to 

form the glycosidic bond. 
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The Paradox of Base Pairing 

Selection of the nucleic acid bases (A, G, C, U) for prebiotic RNA synthesis 
also poses a barrier. Although the Watson-Crick base pairs are energetically 
favored within a duplex, individual bases will not form hydrogen bonds in 
aqueous solution, nor will their nucleosides or nucleotides, but rather the bases 
will form columnar stacks (42). Stacking is thermodynamically favored over 
base pairing as it reduces the solvent-exposed surface area of the largely 
hydrophobic bases, and the hydrogen donor and acceptor groups that participate 
in base pairing can be satisfied through H-bonding with water. Despite the fact 
that Watson-Crick base pairs are essential to information transfer and storage in 
all organisms, and therefore were likely selected by biology’s earliest ancestors 
explicitly because of this pairing ability, the free bases do not form base pairs in 
aqueous solution. This realization elicits the Paradox of Base Pairing (43) – 
How would the bases have been selected for inclusion in the first proto-RNA 
molecules for the purpose of Watson-Crick base pairing if the bases themselves 
did not form base pairs without having first been linked by a backbone? 

Even when incorporated into a polymer, pairing of the four RNA bases is 
not restricted to the Watson-Crick faces. For example, the guanine-uracil wobble 
base pair is relatively stable and well represented in ribonucleic acid secondary 
structures, and non-Watson-Crick (e.g., Hoogsteen) pairing occurs in triplex and 
quadruplex nucleic acid structures. As with the synthesis of sugars, the prebiotic 
formation of the bases was most likely not limited to the two purines and two 
pyrimidines of RNA. Rather, a myriad of similar heterocyclic molecules were 
potentially available in the prebiotic chemical inventory (18,24). Many 
examples exist of modified nucleic acid base pairs that function within a 
ribonucleic acid duplex, including the modified bases of tRNA, the size-
expanded duplexes of Kool and co-workers, and even purine-purine duplexes 
(41,44,45-47). With such a diversity of nucleic acid base-like molecules with 
multiple pairing conformations available, it is difficult to imagine how the 
earliest proto-RNAs would have spontaneously incorporated bases that 
participate in the formation of Watson-Crick base pairs without there having 
first existed a mechanism that selected the bases that can form such base pairs 
from the myriad of molecules that do not. 

Nucleotide and Oligonucleotide Synthesis 

The RNA backbone consists of repeating units of ribose and phosphate 
linked through phosphodiester bonds. The advantages that phosphate imparts to 
RNA are numerous, not the least of which are hydrolytic protection, aqueous 
solubility, maintenance of an extended backbone conformation, and genotypic-
phenotypic decoupling, all provided by the negative charge of phosphate at 
neutral pH (48,49). However, the ubiquity of phosphate nucleotides in biology, 
not just as nucleic acid monomers, but also as the energy currency of the cell 
(i.e., ATP), derives from the juxtaposition of thermodynamic instability and 
kinetic stability of phosphoesters and pyrophosphates (48). Alternative 
possibilities can be imagined for nucleic acid linking molecules that also possess 
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an acid group, providing the benefits of negative charges (48,50), but it is the 
thermodynamic and kinetic properties of phosphate that likely drove its 
evolutionary selection. However, these same attributes may have also excluded 
phosphates from early proto-RNA molecules. 

The hypothesis that phosphate was not the linker molecule in early 
predecessors of RNA is not new, and is partly driven by the lack of phosphate in 
available forms on the Earth (51). Orthophosphate, the predominant 
phosphorous-containing moiety in extant biology, is a limiting reagent for living 
organisms in the environment because of its low solubility. The vast majority of 
phosphate on the Earth is mineralized, and the hypothesized atmospheric and 
oceanic conditions of the early Earth would have also resulted in low 
abundances of available orthophosphate (51). Although recent studies have 
demonstrated the ability of phosphate minerals to phosphorylate nucleosides in 
formamide (52), and new hypotheses are arising for the availability of soluble 
reduced phosphorous compounds on the early Earth (53,54), phosphoester bond 
formation is still an enthalpically unfavorable process. 

The thermodynamic impediment of phosphodiester formation restricts the 
ability to test hypotheses regarding the driving factors of nucleotide 
polymerization and replication (e.g., sequence effects, stacking interactions, 
surface adhesion, etc.). Therefore, many researchers have chosen to use one of a 
variety of available activating chemistries to drive phosphodiester bond 
formation, thereby removing the activation step as the limiting factor of 
oligonucleotide synthesis or replication. However, the use of activating agents in 
phosphodiester bond formation leads to backbones with mixed 3′,5′ and 2′,5′ 
linkages, misincorporated (i.e., non-W-C pairing) bases, and truncation products 
resulting from strand cyclization (5,55,56).  In the absence of an editing 
mechanism, such as the enzymatic processes involved in cellular DNA 
replication, these undesirable products represent kinetic traps. As a result, 
particularly in the case of cyclized products, the yield of long oligonucleotides is 
greatly affected. For example, Ferris and coworkers have observed that using 1-
methylimidazole activated adenine mononucleotides for oligomerization on 
mineral surfaces results in a large proportion of cyclic dimer formation (56). The 
problem of cyclization is not restricted to non-templated reactions or to very 
short polymers (i.e., dinucleotides), but is also observed as a major side product 
in carbodiimide-facilitated ligation of tiled half-complementary sixmer 
oligonucleotides (55). Beyond being a nuisance in the lab, kinetically-trapped 
byproducts would have also halted polymerization and replication of nucleotides 
in the prebiotic environment. 

Sequence effects also present a significant barrier to non-enzymatic 
template directed replication of nucleic acids. As detailed above with the 
paradox of base pairing, hydrogen bonding of the template strand with the 
complementary monomer in water is not a sufficient driving force for monomers 
to associate with the primer of a replicating strand. Rather, monomer association 
is governed by base stacking. As the pyrimidines have poor stacking interactions 
compared to those of purines, they are not efficiently incorporated into the 
product strands of templated reactions. In fact, two or more sequential adenines 
in an oligonucleotide template strand will halt replication as the self-association 
constant for thymidine is too low for tandem incorporation into the product 
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strand (57). Other problems such as the formation of G-quadruplexes by G-rich 
template strands, and non-Watson-Crick base pairings (e.g., G-U wobble 
pairing) further inhibit high-fidelity sequence transfer in template-directed 
synthesis. These problems would greatly restrict the sequence space for evolving 
ribozymes and proto-ribozymes as newly mutated sequences that possess new 
catalytic properties may not be replicable (i.e., heritable). 

Non-enzymatic template-directed synthesis is also plagued by the low 
association constants of monomer nucleotides or short oligonucleotide 
sequences for the template strand. Mineral surfaces have long been touted as a 
means of locally concentrating the monomers of biomolecules on the early Earth 
(58), and they have been demonstrated to enhance the polymerization of 
activated nucleotide monophosphates (59). However, no mineral surface has 
been shown to bind the RNA bases in an orientation that allows base pairing 
during polymer formation, nor been demonstrated to be selective for the RNA 
bases, and most would likely adsorb a range of compounds. As the prebiotic 
chemical inventory is hypothesized to have contained a wide variety nucleic 
acid base-like heterocycles of various sizes, shapes, and proton donor and 
acceptor patterns, the non-selective adsorption of these molecules onto a mineral 
surface, followed by their inclusion into a polymer, would likely result in an 
oligonucleotide that is unable to base-pair, and therefore unable to replicate. 
These and other characteristics of mineral-catalyzed polymerization, in 
particular irreversible product strand binding (60), make mineral surfaces of 
questionable utility as promoters of oligonucleotide synthesis and replication in 
the prebiotic environment. 

Bridging the Gap 

As we have outlined above, bridging the gap between the small molecule 
world and the RNA world (or proto-RNA world) requires a means of selecting 
and coupling base pairs into an oligonucleotide. We propose two 
complementary solutions to the quandaries of selection and coupling for the 
synthesis of proto-RNAs, molecular midwives and reversible coupling 
chemistries, which are elaborated below. 

Molecular Midwives: Base Selection and Preorganization 

We propose that there was a template upon which the nucleic acid base 
pairs were preorganized prior to their incorporation into oligonucleotides to 
form proto-RNAs. These templates would have been heterocyclic molecules 
available in the prebiotic chemical inventory, produced by reactions and starting 
materials similar to those that made the nucleic bases in the small molecule 
world. We have used the term ‘molecular midwife’ to describe any such 
molecule that facilitated the formation of proto-RNA, but was not covalently 
linked to the polymer (61). These midwife molecules would have aided in the 
‘birth’ of a proto-RNA, but would have no longer been necessary for RNA 
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synthesis and replication once evolution had produced a superior means for 
carrying out these reactions (e.g., catalysis via ribozymes or protein enzymes). 

We envision that an example molecular midwife would select base-pairing 
molecules from the mixture of heterocyclic compounds by providing a 
nanometer scale template upon which the base pairs could stack in solution 
(Plate 1). The midwife molecules would have been similar in size and shape to 
the small planar molecules known to intercalate the bases of extant RNA and 
DNA (62). Through the formation of a columnar stack of alternating midwifes 
and base pairs, the bases would be locally concentrated and oriented in the 
correct position for joining by the formation of a polymer backbone. As the 
bases would be spaced at 6.8 Å by the intervening midwife molecules, the 
backbone that stitched the bases together would resemble the length of the 
extant RNA backbone, allowing the nascent proto-RNA polymer to form a 
helical duplex upon removal of the intercalating midwife molecules, and would 
allow the single strands of proto-RNA the flexibility to form folded structures 
that are a common characteristic of ribozymes. Additionally, the selection and 
organization of the bases as base pairs ensures that the proto-RNA polymer can 
be replicated via the synthesis of a complementary strand, and also ensures the 
de novo synthesis of polymers that form a duplex of homogeneous width, 
required for duplex stability (45). Replication facilitated by molecular midwives 
could also alleviate some template sequence effects that plague non-enzymatic 
template directed replication, such as the inability to replicate purine-rich 
templates due to the low self-association constants of pyrimidine nucleotides 
(57). As the midwife molecules are not covalently linked to the newly 
synthesized polymers, their dissociation (and subsequent reassociation for a new 
synthesis/replication cycle) is easily facilitated through changes in solution 
condition, such as concentration, ionic strength, or temperature (Plate 1).  

The association constants of intercalators for DNA or RNA generally range 
between 105 – 106 M-1 (63). Therefore, if the concentration of intercalator were 
increased above approximately 10 μM in the presence of nucleic acid bases, the 
equilibrium amount of the bases that are assembled with intercalators (versus 
free in solution) would increase. Templating could occur not only for duplexes, 
but also for triplexes or quadruplexes, given a molecular midwife of the 
appropriate size and shape (Figure 4). We have demonstrated the power of 
intercalators to promote duplex- and triplex-based template-directed syntheses in 
previous reports (64,43). In these works, proflavine and coralyne were shown to 
facilitate up to a 1000-fold enhancement in the coupling of dT3 and dT4  D
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Plate 1.(see color insert 1) Schematic representation of the ‘molecular midwife’ 
hypothesis (57). a) A midwife molecule, proflavine (in blue) acts as a template 

for the formation of a Watson–Crick base pair. H-atoms of the nucleoside bases 
that will be replaced by C-atoms upon backbone formation are shown in 
magenta. b) In the case of molecular midwives with a greater association 

constant for base assembly than for self association, columnar stacks containing 
alternating midwife molecules and base assemblies spontaneously form under 
certain conditions. These columnar stacks preorganize the bases such that the 

introduction of a linkage chemistry leads to the formation of RNA-like polymers 
with a backbone length of 6.8 Å. Because the midwife molecules are only 
associated with the resulting polymers through non-covalent interactions, 
changes in solution conditions can lead to the removal of the intercalating 
midwives. (Reproduced with permission from reference 41. Copyright 2007 

Verlag Helvetica Chimica Acta.) 

phosphorothioate substrate strands into a dT7 product in the presence of an 
existing template strand (proflavine, Figure 5a) or an existing hairpin template 
(coralyne, Figure 5b). Assembly of the substrate strands on the template 
oligonucleotides was also shown to be shape-specific, as proflavine, with the 
shape of a Watson-Crick base pair, is able to promote template-directed 
synthesis in a duplex-based system but not in a triplex-based system, while the 
opposite is true for coralyne, which has the shape of a pyrimidine triplet (Figure 
4) (43). Although the coupling chemistry used in these ligation experiments is 
not considered to be prebiotically plausible, the results demonstrate that the 
assembly of an otherwise unstable template and substrate complex is promoted 
by intercalation, and that backbone coupling is possible in an intercalation-
stabilized assembly. 
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Figure 4. Nucleoside base assemblies and heterocyclic molecules with similar 

shapes. Proflavine and coralyne have already been shown to act as midwifes in 
ligation assays that include duplex or triplex formation between the template 

and substrate strands, respectively. The phthalocyanine analogue with a similar 
shape to the base tetrads is shown for illustrative purposes, as a molecular 

midwife has not yet been demonstrated for a tetrad system. 
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Figure 5. Experimental system used to explore the ability of intercalators to act 

as midwifes in a template directed ligation reaction including Watson–Crick 
base pairs or base triples. a) 3′-Phosphorothioate-(dT)3 and 5′-iodo-(dT)4 

substrate strands are too short to form a stable complex with the (dA)7 template 
strand. The addition of proflavine promotes the assembly of a ligation-active 
complex, which leads to the formation of the (dT)7 product within an internal 

phosphorothioate linkage. b) Coralyne facilitates the association of 3′-
phosphorothioate-(dT)3 and 5′-iodo-(dT)4 substrate strands with a hairpin 

template to form a triplex ligation-active complex. Proflavine, which is specific 
for binding duplexes, is not active in promoting ligation in the presence of the 
hairpin template (41). (Adapted with permission from reference 41. Copyright 

2007 Verlag Helvetica Chimica Acta.) 

Intercalators could have also provided selective pressure toward the 
formation of a more uniform backbone. As discussed above, non-enzymatic 
template directed ligation reactions produce a mixture of 2′,5′ and 3′,5′ linkages, 
often with enrichment in 2′,5′ linkages (65). Recent work in our laboratory has 
demonstrated that proflavine has a 25-fold higher affinity for 2′,5′-linked versus 
3′,5′-linked RNA (66). However, other intercalators, such as ethidium bromide, 
favor the 3′,5′-linked RNA duplexes (66). It can therefore be postulated that if a 
given midwife molecule has a preferential association with a 3′,5′-linked RNA 
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backbone, then it might also promote the formation of this backbone linkage 
over the 2′,5′-linked alternative, particularly if reversible backbone linkage 
chemistries are employed (elaborated below). 

Prebiotic molecular selection was certainly not restricted to multi-molecular 
complexes, such as the midwife stacks, but likely existed down to the molecular 
and metal ion levels. Sugars, with their tandem hydroxyl groups, are well suited 
for chelating cations. However, due to their variance in ionic radii and 
coordination geometries, different metal ions are best chelated by different 
sugars (67). Additionally, a given cation will not be chelated equally by all 
anomers of a sugar (e.g., pyranosyl versus furanosyl ribose) (67). Because the 
anomers of a sugar are in dynamic equilibrium, the relative population of 
anomers can be shifted in the presence of a cation, generating selection. For 
instance, the methylation of glucose results in 92% methyl pyranosides and 8% 
methyl furanosides under catalysis by HCl, which is close to the equilibrium 
distribution in water of 100% pyranosyl anomers (28,68). In contrast, 
methylation in the presence of SrCl2 shifts the product distribution to 35% 
methyl furanosides as strontium is preferentially chelated by the furanosyl 
anomer of glucose (68). Given these experimental observations regarding the 
effects of metal ions on glycosylation reactions, it is conceivable that non-
covalent interactions of salts, intercalators, or other small molecules played a 
significant role in the selective synthesis of nucleic acid monomers and 
polymers. 

Thermodynamically Controlled Polymerization via Reversible Coupling 
Chemistries  

Although molecular midwives could have facilitated the selection of the 
bases and the backbone length for the first proto-RNA polymers, the 
thermodynamic barriers to the formation of an RNA phosphodiester backbone 
still represent a formidable challenge to prebiotic synthesis. Artificial chemical 
activation to promote the formation of phosphodiester bonds, such as 1-
methylimidazole or pyrophosphate activation of phosphates, results in low 
replication fidelity due to strand cyclization, base misincorporation, and 
premature product chain termination (5,55,56). These difficulties can be 
circumvented by using low energy, reversible initial bonding on the template, 
facilitating the selection of the most thermodynamically-favored base pairing 
and backbone conformation. 

Reversible bond formation is utilized by living organisms during the first 
step of replication as a primary means of proofreading via the thermodynamic 
selection of the lowest energy base pair (i.e., correct Watson-Crick complement) 
(Scheme 1). The reversible condensation of the nucleoside triphosphate is 
followed by hydrolysis of the pyrophosphate product to kinetically trap the 
newly formed phosphodiester bond (Scheme 1). In emulating this two-step 
process, we maintain that both the initial step that exploits the stability of 
template association, and the subsequent reaction that traps the 
thermodynamically-favored product are necessary for high-fidelity replication. 
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Reductive Amination as a Test Case for the Utility of Reversible Backbone 
Linkages 

To emulate the natural system, we have developed a nucleoside ligation 
chemistry employing reductive amination that indeed maintains the functional 
features of the two-step reversible coupling and irreversible trapping in a 
template-directed synthesis (Scheme 2). The first step of the ligation is the 
formation of an imine, a reversible reaction as indicated in the top panel of 
Scheme 2. Though reversible, the duplex formed by the association of the imine-
linked polymer with the DNA template is highly favored (K3, Scheme 2) (69-
71). Surprisingly, only imine, and not the hydrated hemi-aminal intermediate, 
was observed in the associated complex contributing to the equilibrium. 
Therefore, even in water, where hydration is expected to contribute significantly 
to the equilibrium, the imine more significantly stabilizes the duplex over the 
hemi-aminal and functions as a good isosteric replacement of the phosphodiester 
bond.  

The irreversible second step is the chemical reduction of the intermediate 
imine to the amine to form amine-nucleoside polymers (ANPs) (lower panel in 
Scheme 2). This simple chemical change reduces duplex stability by a factor of 
nearly 106, which is attributed to the increased flexibility in the amine backbone 
arising from the removal of two conformationally restricted sp2-hybridized 
centers (N and C) (69-72). This change in stability dramatically decreases 
product inhibition, which generally plagues template-directed oligonucleotide 
synthesis. Here, the product concentration must reach a 106-fold excess over the 
substrate concentration before it competes for catalytic sites along the template. 
More generally, these studies clearly establish that alternative backbone linkages 
can dramatically regulate the thermodynamics of template association, and this 
thermodynamic control can be exploited for catalytic cycles involving template-
directed synthesis (Scheme 2).  

 
Scheme 1. The biological synthesis of oligonucleotides proceeds via two steps, 

the first being a reversible ligation of the nucleotide triphosphate, and the 
second an irreversible hydrolysis of pyrophosphate. (Reproduced with 

permission from reference 41. Copyright 2007 Verlag Helvetica Chimica Acta.) 
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In order to demonstrate the utility of the imine/amine chemistry in a non-
enzymatic template directed replication, mononucleotide and dinucleotide 
substrates were prepared with a 5′ amine and a 3′ aldehyde moiety (Figure 6). A 
general characteristic of bifunctional monomers is the intramolecular reaction to 
produce cyclic nucleotides and small cyclic oligonucleotides, severely reducing 
the active substrate concentration and diminishing product formation. While the 
T1, TNT and ANT nucleotides can form intramolecular imines, no reaction was 
detected under mild reducing conditions in an aqueous environment, an 
observation attributed to the low imine concentration in the absence of a 
template (73). In the presence of a template and reducing conditions, these 
monomers condense to yield sequence and chain-length specific polymers.  

As demonstrated by the product distribution of template-directed reductive 
polymerization of T1 on a (dAp)8 template in the presence of NaBH3CN (Figure 
7), the polymerization proceeds through a step-growth mechanism. This 
polymer growth is a result of the reduced affinity of the amine products for the 
template strand versus the reactants or imine intermediates (Scheme 2). That is, 
as the association constant for T1 imine dimer and the template is significantly 
greater than that of the product T2, the rate of monomer reduction is greater than 
dimer, which again is greater than tetramer. Once the monomer supply is 
exhausted, T2-T2 condensation proceeds again at a higher rate than T2-T4 or T4-
T4 couplings, and so on. The result is that no T3, T5, T6, or T7 intermediates are 
observed, and chain-length specific products are produced in high yield (Figure 
7). 

 
Scheme 2. Catalytic activity of a simple DNA template, d(GCAACG), on the 
reductive amination of 5′-NH2-d(TGC) and d(CGT)-3′-CH2CHO to form an 

amine-nucleoside polymer (ANP). The equilibrium constants were determined 
by NMR. (Reproduced with permission from reference 41. Copyright 2007 

Verlag Helvetica Chimica Acta.) 
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The equilibrium control of replication inherent to the imine/amine system 
not only enables the synthesis of full-length products, but also favors high-
fidelity sequence translation. To demonstrate this, a mixed sequence 32mer 
DNA template strand, 5′-dAAAAAT(AAAAAAAT)3AA-3′, was replicated 
using T1 and the amide-linked dimers TNT and ANT (Figure 6). The 32mer ANP 
complementary strand was synthesized as the sole product (>99%). Whether 
using a combination of T1 and ANT, or TNT and ANT as the substrates, no 
truncation products resulting from strand cyclization, nor misincorporated bases 
were detected by HPLC or mass spectrometry. There is now evidence that the 
transfer of sequence information can also be achieved in the reverse direction, 
from ANPs to DNA (72). These data clearly establish that the use of such two-
stage coupling chemistries can achieve high-fidelity information transfer and 
template-defined chain length products, thereby eliminating cyclized side 
products. This example underscores the utility of equilibrium-controlled 
polymerization through reversible two-step non-enzymatic template-directed 
syntheses. 

 
Figure 6. Bifunctional amine-nucleoside monomers used in the non-enzymatic 

template-directed replication of DNA templates. 

Acetals as Low-Energy Predecessors to Phosphodiester Bond 

The imine/amine backbone experiments established thermodynamically-
controlled polymerization through initial reversible condensation on a template 
as a robust approach for achieving high fidelity transfer of sequence information 
without the aid of protein enzymes. Additionally, the ANP backbone is a good 
isosteric replacement of the phosphodiester backbone as it possesses six bonds 
from monomer to monomer and a tetrahedral geometry about the carbon of the 
amine linkage. As the ANP backbone is positively charged, it also satisfies the 
majority of the physical and chemical characteristics of phosphodiester-linked 
polymers, such as aqueous solubility, genotypic-phenotypic decoupling, and an 
extended backbone conformation. These physical and chemical characteristics 
would allow ANPs to fold into tertiary structures, replicate, and evolve. 
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Figure 7. Product distribution upon reductive polymerization of T1 on a (dAp)8 
template (41). The reactions contained 20 mol-equivalents of NaBH3CN in H2O 
at 24°C. At 48h additional reducing agent was added to complete the reaction. 

That said, metabolic interconversion of the amine backbone linkage of the 
ANPs would require oxidation, and thus would be a redox process rather than 
condensation/hydrolysis. Water remains a necessity for life and certainly life on 
Earth exploits condensation in the linkages of the nucleic acid monomers 
(phosphoester bonds), the amides of polypeptides, and the acetals of 
polysaccharides, and utilizes the reverse reaction of hydrolysis for metabolism. 
Therefore we have sought to extend the principles learned with the amine 
backbones to possible backbone chemistries that allow equilibrium control of 
template-directed polymerization through condensation and hydrolysis 
reactions. 

Acetal-linked nucleic acids (aNAs) have several characteristics that make 
them interesting as possible progenitors of RNA via this approach (Figure 8) 
(61). First, acetals readily equilibrate in H2O for two-step error correction during 
replication, and condensation is enthalpically favored over hydrolysis upon 
water removal (74). Second, the aNA backbone is structurally similar to the 
RNA backbone as both the acetal bond and phosphodiester bond have a 
tetrahedral geometry (Figure 8). Moreover, it is already known that as 
phosphodiester isosteres, aNAs can base pair with RNAs, (75). Third, acetal 
linkages can be functionalized to include charged groups that would maintain 
the chemical and physical properties of the nucleic acids as discussed above. 
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Figure 8. A comparison of the RNA (left) and the glyoxylate-acetal nucleic acid, 

or  gaNA, (right) linkages. The phosphodiester linkage of RNA and the acetal 
linkage of gaNA possess a tetrahedral geometry and six bonds from monomer to 

monomer, resulting in similar helical properties of their duplexes (57). 
However,  the acetal linkage is enthalpically favored over its hydrolysis product, 

and is more kinetically accessible than phosphodiester bonds. 

We have proposed that glyoxylate (the ionized form of glyoxylic acid) 
could have preceded phosphate in proto-RNA backbones, forming glyoxylate-
acetal nucleic acids (gaNAs) (Figure 8) (50). Glyoxylate is the smallest 
aldehyde molecule that is negatively charged under neutral conditions, and its 
prebiotic synthesis from glycolaldehyde has been demonstrated (76). The acetal 
bond formed by glyoxylate is a close structural and electrostatic analogue to the 
phosphodiester bond and a duplex consisting of glyoxylate-linked 
ribonucleosides is calculated to have helical properties very similar to RNA, 
suggesting the ability for gaNA and RNA strands to base pair (50).  
Additionally, we have shown that gaNA dinucleotides can be formed through 
simple heating-drying reactions starting from a neutral aqueous mixture of 
nucleosides, sodium glyoxylate, and magnesium chloride. These acetal bonds 
are quite stable, with no observable degradation after two weeks at room 
temperature in neutral aqueous solution (50). However, at elevated temperatures 
the glyoxylate linkages become more labile, providing a temperature regime 
under which the bonds are reversible and equilibrium controlled replication 
could take place. Therefore, the glyoxylate-linked backbone achieves a proto-
RNA backbone that is structurally similar to RNA, but much more easily 
assembled and perhaps replicated.  
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Evolution and the Emergence of the RNA World 

Selective chemistries, such as supramolecular assemblies formed by bases 
and molecular midwives, and backbone formation through reversible coupling 
chemistries could have provided a route from the monomer world of the 
prebiotic chemical inventory to a proto-RNA world that was comprised of 
easily-assembled, thermodynamically favored polymers (Plate 2). Although 
molecular midwives would have promoted the synthesis of proto-RNA polymers 
with a particular backbone length and helix width, the chemical composition of 
these polymers may not have been homogeneous. We envision that at the dawn 
of the proto-RNA world, before the rise of catalytic RNAs, the oligonucleotide 
backbones would have been composed of a mixture of sugarsand low-energy 
linking molecules and perhaps bases that resembled those of current RNA (i.e., 
able to Watson-Crick base pair), but not of identical chemical structure. 
However, as catalytic proto-RNAs were selected through Darwinian evolution, 
proto-ribozymes that facilitated RNA synthesis (e.g., ribose synthesis, base 
synthesis, glycosylation, and phosphodiester bond formation, etc.) could have 
gradually promoted the emergence of RNA-like polymers that were more 
uniform, stable, functional, and more like RNA (Plate 2).  
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Chapter 7 

Origin of Homochirality 
Martin Klussmann,1* Donna G. Blackmond2 

1Max-Planck-Institut für Kohlenforschung, 45470 Mülheim an der Ruhr, 
Germany 

2Department of Chemistry and Department of Chemical Engineering and 
Chemical Technology, Imperial College, London SW7 2AZ, UK 

Chirality, the property of an object to be non-superimposable 
with its mirror image, is a common feature of biological 
molecules and has intrigued chemists for a long time. Of all 
the possible combinations, nature uses nearly exclusively L-
amino acids and D-sugars and most other chiral molecules in 
enantiomerically pure form, too. This biological homochirality 
is regarded as a prerequisite of life as we know it, but how it 
evolved from a presumably racemic prebiotic Earth remains 
an open question. It is therefore linked to the general question 
of the origin of life on Earth itself. An overview is given on 
this topic focussing on recent experimental results, theoretical 
models and scenarios that might hold the clues to one of the 
biggest puzzles of science. 
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The origin of life on Earth is one of the greatest and most fascinating 
puzzles of mankind. Scientists generally assume that it evolved in a stepwise 
process with increasing complexity, but the many questions of how exactly that 
happened remain essentially unanswered (1). One part of this big puzzle that is 
of particular interest for many chemists is the origin of biological homochirality.  

The aim of this chapter is to give an overview on this topic by discussing a 
selection of observations, experimental results and scenarios, especially those 
related to amino acids. This emphasis allows the presentation of different 
models based on the same substance class in a closer context and also discussion 
of some more recent works. A more detailed survey of other models for the 
origin of biological homochirality can be found in review articles (2-5).  

Homochirality – Definition and Importance 

Chirality is a property of molecules or objects to be non-superimposable 
with their mirror-images. This is true for our right and left hands, from which 
the property derives its name. Many natural compounds are chiral, for example 
amino acids and sugars which are the building blocks of peptides, enzymes, 
RNA and DNA, the essential molecules of life. These key compounds occur in 
organisms almost exclusively in one enantiomeric form, amino acids in the L-, 
sugars in the D-form. This is referred to as biological homochirality. As a result, 
a vast number of other natural compounds, made with the help of chiral 
enzymes, also occurs enantiomerically pure in organisms.  

This has important consequences for biochemical processes, for interactions 
of chiral compounds with organisms built from homochiral building blocks. The 
homochirality of receptors, enzymes and other key parts of an organism leads to 
a high degree of chiral discrimination, the ability to differentiate between 
enantiomers. Illustrative examples include smell and taste; for example, the 
terpenoid carvone in its (-)-form smells of mint whereas its enantiomer, the (+)-
form, smells of caraway (6). The two enantiomers of a pharmaceutically active 
compound can display different effects as well, while one shows the desired 
effect, the other might be inactive or display different, possibly harmful activity 
(7, 8).  

More generally, the biochemical processes in any organism would fail to 
cooperate in the required way if the functional molecules (e.g. enzymes or RNA) 
were to consist of building blocks of random chirality. An enantiomer of an 
enzyme would still work in a mirror image manner; however, the random 
substitution of its amino acids by their enantiomers would eventually alter the 
enzyme’s secondary or tertiary structure and thereby completely change or shut 
down its function. It is therefore generally accepted that homochirality is a basic 
requirement of life and its emergence is considered to be a fundamental step in 
prebiotic chemistry. The question remains if homochirality is a necessary 
precondition or an inevitable result of the emergence of life. Furthermore, is it 
the result of pure chance that all organisms today utilize L-amino acids and D-
sugars; that is, could it as well have been the other way round? Or is there an 
intrinsic preference for this pair? Was it chance or determinism? 
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Despite these many questions being essentially unanswered, most of the 
discussions of the evolution of biological homochirality evoke a general 
stepwise model that can be experimentally supported. First, a process of 
symmetry breaking created a predominance of one enantiomeric form over the 
other. This imbalance was further enhanced by processes of asymmetric 
amplification, leading to high enantiomeric excesses in some compounds. These 
constituted either directly the building blocks for the evolution of life or 
indirectly by passing on their chirality through further chemical reactions.  

Mirror Symmetry Breaking – is the Universe Really Racemic? 

If synthesized in the laboratory from achiral or racemic starting materials, 
left and right-handed molecules of a compound are usually expected to form in 
equal amounts, a racemate. If enantiomerically pure or enriched substances are 
to be synthesized, chemists generally draw upon the natural pool of chiral 
molecules to provide enantiomerically pure building blocks or catalysts. 
Accordingly, one would expect the early universe to have been racemic along 
with all the compounds formed within it. Obviously this is not the case on Earth 
and in this section we will discuss some observations showing even the universe 
to be non-racemic in parts. 

A possible explanation for mirror symmetry breaking in the universe comes 
from the observation of parity violation. This is a phenomenon that violates 
mirror symmetry in some nuclear processes involving weak interactions. It was 
first experimentally verified by showing that the radioactive β-decay of 60Co 
predominantly produces particles with a left-handed spin (9). As a further 
consequence of parity violation, two enantiomers possess intrinsic differences in 
energy, thereby no longer being thermodynamically equal. This could explain 
why L-amino acids and D-sugars evolved to dominance over their enantiomers 
(10). But the calculated parity-violating energy differences (PVED) are of a very 
small magnitude, and while some calculations indeed suggest that the natural 
enantiomers are energetically favoured, others call this into question (11).  

Because of these tiny and unclear PVED’s, experimental consequences for 
chemistry are generally ruled out and have never been shown to exist beyond 
doubt (12). Parity violation is an accepted phenomenon in physics, but the 
question as to whether there is any connection with biomolecular homochirality 
on Earth remains open. 

While the inanimate universe at a large might be racemic, there are 
observations of local imbalances. In some star-forming regions of the Orion 
Nebula, circular polarization (CP) has been found in the IR region; in some parts 
right-handed, in others left-handed CP dominates (13). Photochemical reactions 
with circularly polarized radiation have been shown to be able to produce small 
enantioselectivities, often by degrading one enantiomer faster than the other (3). 
Photolysis of racemic leucine with CP in the UV-region for example produced 
an ee of 2.5% after degradation of 75% of the material (14). It remains to be 
shown whether CP in the universe also exists in the UV region. 

But there is more evidence that an enantiomerical imbalance exists in the 
universe. In two meteorites, the carbonaceous chondrites Murchison and 
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Murray, several organic compounds have been found including amino acids 
with significant enantiomeric excesses (ee) of up to 15% (15-17). Most of these 
do not occur naturally on Earth, eliminating the possibility of contamination 
with amino acids from Earth. 

The percentage of low-molecular weight organic matter in meteorites like 
these is rather small, but accumulation of matter from space over billions of 
years could have resulted in significant amounts. It is assumed that 
extraterrestrial sources might have provided half or even more of all organic 
matter during the formation of the Earth (18, 19).  

Although the cause for these observations of imbalance in the universe are 
not fully understood, they might give us an echo from the time our solar system 
was formed. The universe as a whole might be racemic, but local imbalances 
have been found. Potentially, they provided the tipping of the balance in favor of 
L-amino acids and D-sugars when the Earth was formed. 

Asymmetric Amplification  

Once a small imbalance between two enantiomers is established or given, 
this asymmetry can be further enhanced. Processes to turn low ee’s into high 
ee’s and possibly into the complete dominance of one enantiomer are called 
Asymmetric Amplification. Several examples are known, and many work fine 
under laboratory conditions but would fail under conditions presumed for the 
primordial Earth (20). Nevertheless, they might give an indication of the 
processes possible, indicating directions for further experiments on prebiotic 
chemistry scenarios. 

Spontaneous Asymmetric Synthesis - Asymmetric Amplification in 
Autocatalysis 

In 1953, Frank developed a mathematical model showing that spontaneous 
asymmetric synthesis is theoretically possible (21). If the chiral product of a 
catalytic reaction would act as a catalyst for its own formation and at the same 
time suppress the formation of its enantiomer, a basically enantiopure product 
could be formed from near-racemic starting materials. About forty years later, 
Soai and coworkers provided the first experimental proof for this concept of 
“asymmetric autocatalysis” with the alkylation of pyrimidyl aldehydes with 
dialkylzinc reagents (Figure 1) (22).  

N

N

CHO

R

N

NR

OH

iPr2Zn

N

NR

OH

low ee

high ee  
Figure 1. Asymmetric autocatalysis in the Soai reaction. R =H, Me, C≡CtBu. 
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The product alcohol catalyses its own formation and the reaction shows 
spectacular asymmetric amplification. If small amounts of product with 5% ee 
are added at the beginning of the reaction, new product is formed with 55% ee. 
If this product is used as a catalyst in consecutive reactions, nearly enantiopure 
product is achieved after a few runs. Even starting with completely racemic 
material, the reaction product is generally produced non-racemic, with 
stochastically either one or the other enantiomer in excess (23). Other chiral 
compounds can direct the reaction towards the selective production of one 
particular enantiomer as well. About any form of chiral template has been 
shown to induce this effect, from helical hydrocarbons to chiral quartz crystals. 
The mechanism of this remarkable reaction was deduced with the help of kinetic 
studies and involves catalytically active homochiral dimers and inactive 
heterochiral ones (24, 25).  

To date, this reaction remains the best investigated and most successful 
example of an asymmetric autocatalytic reaction in full accord with Frank’s 
model. While its sensitivity to water and limitation to special substrates excludes 
any involvement in prebiotic chemistry, it clearly shows the practical possibility 
of spontaneous asymmetric synthesis, and ongoing research might provide us 
with new discoveries in the future.  

Very recently, autocatalysis has been found in organocatalytic Mannich 
reactions with chiral amines that are themselves made by catalysis with the 
amino acid proline (26). So far, no asymmetric amplification was observed but 
the stereoselectivity of the reaction catalysed by the enantiopure product was 
still very high. Like other autocatalytic reactions known where the product 
formed is of lower ee than the initially present product-catalyst, consecutive 
cycles of autocatalysis will inevitably lead to an erosion of enantiomeric purity. 
Let us therefore look at other means of asymmetric amplification that can 
provide the reverse: from low to high enantiomeric purity. 

Chiral Crystals and Phase Behaviour 

The perfect shape of crystals reflects their inner regular construction from a 
highly ordered array of molecules. The structure of a crystal determines 
thermodynamic properties and can make the crystal as a whole chiral, even if it 
is built from achiral components. In this section, some special properties of 
crystals will be looked at which allow for mirror symmetry breaking or 
amplification, focussing on phase behaviour studies. Most models discussed 
here work by unequally distributing enantiomers into different phases. Thus, the 
net amount of both enantiomers stays constant but enrichment in one phase can 
provide a local environment of high asymmetry.  

A simple scenario can be imagined for the case of conglomerates, 
substances that give a mixture of enantiopure crystals if their racemate is 
crystallized. Each single crystal contains only the enantiopure substance but in 
the sum of all crystals it will be racemic. If by wind or water a few of these 
crystals are physically separated from the others they could by chance contain 
more crystals of one particular enantiomer. Thus, mirror symmetry would have 
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been broken locally if further transformations would only happen with this crop 
(27).  

Even achiral substances like quartz and NaClO3 can crystallize with a chiral 
crystal structure, but under normal circumstances equal amounts of mirror-
image crystals will be obtained. But if crystallization is performed while stirring, 
continuous break-up and growth of the very first crystal will generate crystals of 
nearly uniform handedness (28). Even starting with a batch of racemic crystals, 
the solid phase can be driven towards chiral purity by utilising glass balls for an 
abrasion-grinding process that makes one enantiomeric form grow at the 
expense of the other (29, 30). As sodium chlorate itself is achiral, the achieved 
homochirality would be lost if it is redissolved. But the same process could also 
be applied to a chiral amino acid derivative that crystallizes as a conglomerate; 
under racemising conditions in solution, the solid phase could be driven towards 
chiral purity (31). Additionally, processes of selective adsorption on chiral 
crystal surfaces are known that could have transferred the crystal-phase chirality 
to other compounds (5); for example, stereoselective adsorption of racemic 
amino acids can occur on chiral quartz or calcite faces, leading to small 
enantiomeric excesses in the adsorbed substance (32).  

The majority of chiral substances do not crystallize as a conglomerate but 
belong to the class of so-called racemic compounds, which prefer to give 
racemic crystals with the two enantiomers arranged in alternating order (33). If 
they are crystallized with one enantiomer in excess, the racemic crystals will be 
mixed with a second type of crystal containing only the excess enantiomer. If to 
such a mixture of racemic and enantiopure crystals water or any solvent is 
added, so that saturated solution in equilibrium with excess of both crystal types 
is gained, the composition in the solution is fixed at a given temperature and 
pressure (Figure 2).  

solid phase

solution
L-enantiomer

D-enantiomer

racemic crystal

enantiomerically
pure crystal

 
Figure 2. Common crystal forms of chiral substances and solid-solution 

equilibrium of an enantiomerically enriched substance crystallising 
as racemic compound. 

This fixed composition results from the phase rule and is also called a 
eutectic point. The enantiomeric composition in solution can be higher or lower 
than initially employed, depending on the eutectic point. In the solid phase it 
will be the other way round, as no new enantiomers are made or consumed. For 
amino acids in water, the whole range from a low to high eutectic point is found: 
threonine is a conglomerate, which is always racemic at the eutectic point, 
whereas serine exhibits a eutectic point of >99% ee, being basically 
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enantiomerically pure (34). Other amino acids exhibit high eutectic 
compositions, too, as shown in Figure 3.  

CO2HH2NCO2HH2N CO2HH2N

HO

CO2HH2N

N
HN

CO2HH2N

S

Isoleucine
52% ee

Histidine
94% ee

Leucine
88% ee

Methionine
85% ee

Serine
>99% ee

 
Figure 3. Enantiomeric composition of selected L-amino acids at the eutectic 

point in water at 25°C. Data taken from references 34, 35.  

In contrast to the models discussed above for conglomerates, this time it is 
the solution phase not the solid that can become enantiomerically enriched, a 
possibility that had already been pointed out by Morowitz in 1969 (36). From 
the values shown in Figure 3, it seems at first that only a few selected amino 
acids allow for high ee’s in solution. But further experiments with amino acids 
revealed ways to influence the eutectic composition. Valine for example has a 
medium eutectic of 47% ee in water at 25°C. Addition of fumaric acid, itself 
achiral, results in a rise of the eutectic to >99% ee (37). As it was shown, 
fumaric acid forms cocrystals with both racemic and enantiopure valine, 
strongly decreasing the solubility of racemic valine while not changing that of 
enantiopure valine much (Figure 4). 

solid

solution

Valine
eutectic ee: 47%

with fumaric acid
eutectic ee: 99%

L-Valine D-Valine fumaric acid

+

 
Figure 4: Enhancing the eutectic composition of valine by cocrystallization with 

an achiral additive. Adapted from reference 37.  

Several cases of manipulating the eutectic ee by cocrystallization of amino 
acids with various achiral additives have been found, with ee enhancement as 
well as reduction. Such cocrystal formation appears to be very likely under 
prebiotic conditions that would have involved mixtures of different substances. 
Fumaric acid, for example, has also been found in the above mentioned 
meteorites containing amino acids. 

In principle, the phase behaviour models discussed above apply for solid-
gas phase systems, too (33, 38). True equilibrium behaviour is less easily 
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investigated in this case, but the implications for sublimation processes, i.e. 
mass transfer, are clear and analogous to solid-solution systems. Accordingly, 
incomplete sublimation of amino acids in vacuum at elevated temperatures can 
lead to significant enantioenrichment in the sublimate. Sublimation of serine 
with an initial ee of 3% yielded sublimates of 68-92% ee (39), similar results 
have also been obtained with several other amino acids (40). Potentially, such 
processes could have taken place in the vacuum of space, leading to 
enantioenriched amino acids which reached the Earth via meteorites, providing a 
source of enantioenriched molecules. Serine is worthy of mention in this context 
as it also forms ionized clusters in the gas phase with a strong preference for 
homochirality and even the potential to selectively include other chiral 
compounds into these clusters (41). So far, these processes have not been shown 
to work under non-ionising conditions or in condensed phases, however (42).  

On Earth itself, solid-solution phase systems of amino acids are not only 
much more likely than solid-gas phase systems, but have other interesting 
aspects as well. The fact that we are dealing with states of equilibrium means 
that asymmetric amplification could have been established over long periods of 
time, via cycles of rainfall and evaporation. Also, the equilibrium between solid 
and solution phase provides a “buffer” for slow racemization of the molecules; 
as long as the two different solid phases are maintained, regardless of their 
amount, the solution ee will remain at its eutectic value. The solution then sets 
the stage for another important phase in the evolution of biological 
homochirality, namely for chemical reactions. Thus, the amplified chirality 
could have been transferred to entirely new building blocks or improved 
asymmetric catalysts for such transformations could have been created. 

Chirality Transfer and Preservation 

Amino Acid Catalysis 

Amino acids are not just building blocks of life but have been shown in 
recent times to be excellent asymmetric catalysts in synthetic chemistry. 
Foremost proline, but also other amino acids and derivatives catalyse many 
organic transformations with high enantiomeric excesses, amongst it the aldol 
reaction which provides access to another class of biological building blocks, 
carbohydrates (43). In general, these reactions are performed in organic solvents 
for synthetic purposes; the performance in water often suffers from reduced 
efficiency and stereoselectivity. 

Isovaline, one of the amino acids present in meteorites in enantioenriched 
form, catalyses the synthesis of tetroses with ee’s up to 11% (44). This modest 
enantioselectivity is additionally hampered by the modest ee’s of isovaline 
present in the meteorite. But as discussed above, phase behaviour can provide 
for enantioenrichment in the solution phase and experiments showed that it can 
indeed be coupled to chirality transfer by catalysis in a single system. 
Enantiomerically pure L-serine for example catalyses an aldol reaction with 46% 
ee; if it is used with only 1% ee and the reaction performed in equilibrium with a 
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solid phase of serine, the product is formed with identical stereoselectivity 
(Figure 5) (34).  

O Cl

H

O ClOHO
+

CO2HH2N
L-Serine,
total: 1% ee

46% ee

OH

solid phase

solution
>99% ee

total: 1% ee
 

Figure 5: Asymmetric aldol reaction catalysed by L-serine with a total ee of 1% 
in a solid-solution system giving rise to strong asymmetric amplification. Data 

from reference 34.  

The latter experiments were performed in DMF for reasons of efficiency but 
similar degrees of asymmetric amplification were achieved in water, too. The 
question that comes to mind is: is there a way to make improved catalysts? 

Chirality in Macromolecules 

Organisms do not use single amino acids as biocatalysts, but rather 
macromolecules comprised of them – enzymes – with nearly perfect selectivities 
in the functions they perform. But already the combination of just two amino 
acids to a dipeptide often creates a much better catalyst for the synthesis of 
carbohydrates under aqueous conditions (45, 46). Alanine for example catalyses 
the formation of erythrose with 7% ee (44) and the dipeptide L-Ala-L-Ala with 
33% ee (46). How exactly peptides evolved under prebiotic conditions is another 
topic of debate as peptide formation from amino acids in water is 
thermodynamically not favored, requiring special conditions and activations 
(47).  

Yet apart from catalyst evolution, peptide formation might also hold some 
direct clues to the origin of homochirality. Macromolecules display some 
spectacular features resulting from their superstructure, such as cooperative 
effects of the monomers overruling a minority of “wrong” enantiomers in favor 
of one particular chiral backbone conformation (“majority rules”) (48). Peptides 
have been shown to be more stable towards hydrolysis when consisting of 
homochiral monomeric units and to be more reactive towards the uptake of a 
monomer of like chirality in polymerization reactions. Partial polymerization of 
leucine-N-carboxyanhydrides with an ee of 31% gave oligopeptides with 45% 
ee; partial hydrolysis resulted in the remaining polymer having an ee of 55% 
(49).  

Synthetic macromolecules have also been shown to be capable of self-
replication, an essential feature of nature’s macromolecules RNA and DNA and 

D
ow

nl
oa

de
d 

by
 C

O
R

N
E

L
L

 U
N

IV
 o

n 
Ju

ne
 2

8,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
00

7

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



142 

of life itself. Many studies have been directed towards the creation of relatively 
simple self-replicating macromolecules that might serve as a model for the 
ancestors of modern RNA (50, 51). The existence and evolution of such 
molecules is a central part of the “RNA-world”-hypothesis (52).  

Self-replication has been shown to work with peptides as well. Ghadiri and 
coworkers created a homochiral 32-residue polypeptide that could 
stereoselectively replicate itself from a racemic pool of fragments (Figure 6) 
(53).  

LL

L’

L’’

D’

D’’
 

Figure 6. Schematic representation of chiroselective self-replication of the 
homochiral peptide LL. Adapted with permission from reference 53. Copyright 

2001 Nature Publishing Group. 

Moreover, it was also resistant towards small errors in the template chain: 
substitution of one monomeric unit by its enantiomer created a heterochiral 
template that nevertheless catalysed the formation of the homochiral peptide. 
The peptide’s homochirality would be preserved this way even if racemization 
of some of its building blocks occurred. 

The remarkable features of macromolecules and the necessity to create 
functional macromolecules as an integral part of living organisms provides clues 
to how complete homochirality might have been achieved and stabilized. 
Homochirality is even suggested as an inevitable outcome during the evolution 
of such functional macromolecules (54). Still, processes of asymmetric 
amplification as discussed above could have helped to provide a pool of 
enantiomerically enriched building blocks that made the evolution of 
homochiral macromolecules much more feasible.  
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Conclusions 

Biological homochirality on Earth is a fact, but the puzzle of its evolution 
remains unsolved. Yet more and more separate discoveries add to the picture 
and some of the pieces seem to fit together to create possible scenarios. The 
universe as a whole might be racemic but some imbalances have been found like 
meteoritic amino acids with a slight enantiomeric excess. If these were collected 
by the prebiotic Earth in large amounts, a pool of building blocks would have 
existed for the first steps towards life and mirror symmetry would have been 
broken already. Through evaporation in tidal pools or lakes, solid amino acid 
crusts in equilibrium with saturated solutions could have enriched these pools in 
the excess enantiomers. Reactions in these solutions could have created peptides 
which, by their unique properties, could have further enhanced and preserved 
the achieved chirality, serving as templates for their own production or that of 
new products like carbohydrates.  

Some pieces of the puzzle are clearly still missing and other scenarios exist 
that have not been explained here, like the “RNA-world” model suggesting that 
RNA was the first carrier of biological information and functional peptides 
evolved only later (52). But the more of such suggestions and experimental 
indications we have, the better we will be able to answer the question of how 
biological homochirality and finally life on Earth might have evolved. 
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Chapter 8 

Surviving an Oxygen Atmosphere:  DNA 
Damage and Repair 

Cynthia J. Burrows 

Department of Chemistry, University of Utah, 315 S. 1400 East,  
Salt Lake City, UT 84112-0850 USA 

As a consequence of life’s coexistence with the reactive 
diradical O2, cells have adapted biochemical defense 
mechanisms for protection from oxidative damage.  
Nevertheless, it is estimated that each cell’s genomic DNA 
undergoes thousands of oxidative hits per day, and even more 
under conditions of stress.  Unrepaired oxidative damage to 
DNA leads to mutations that underlie cancer, aging and 
neurological disease.  Recent studies have helped unravel the 
oxidation chemistry of the DNA bases, and the myriad 
biochemical responses of DNA processing enzymes that battle 
against mutation.  On the positive side, oxidative damage to 
nucleobases may accelerate the evolution of genomes and 
could have played a role in the ancestry of redox-active 
nucleoside cofactors as well as the adaptation of early life to 
changes in the environment. 

D
ow

nl
oa

de
d 

by
 P

E
N

N
SY

L
V

A
N

IA
 S

T
A

T
E

 U
N

IV
 o

n 
Ju

ne
 2

8,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
00

8

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



148 

When cyanobacteria gained the function of converting H2O to O2 during the 
Great Oxygenation Event (~2.5 billion years ago), it was not clear how they 
survived the production of this toxic diradical.  One theory proposes that during 
a “Snowball Earth” period, intense UV irradiation of glacial ice could have built 
up substantial levels of hydrogen peroxide. Subsequently, release of H2O2 
during glacier melting, as well as its disproportionation to H2O and O2 might 
have helped drive evolution of oxygen-mediating enzymes (1). Eukaryotes 
emerged about 2 billion years ago in response to increasing levels of O2 in the 
atmosphere.  These organisms must have co-evolved numerous mechanisms to 
protect themselves from oxidative stress, that is, the over-production of reactive 
oxygen species (ROS) that would literally bleach critical biopolymers such as 
proteins and DNA. 

In the present day, oxidative stress on the cell’s genome stems from both 
endogenous and exogenous sources that include metabolic intermediates 
(superoxide and hydrogen peroxide) and products of inflammation (peroxynitrite 
and hypochlorous acid) (Figure 1).   These ROS contribute to daily attack on 
DNA bases as well as on the sugar-phosphate backbone.  Chemical reactions 
centered on the DNA bases do not generally break the DNA strand, as can 
happen when hydroxyl radical abstracts a hydrogen atom from the deoxyribose 
portion of the oligomer, but they are more likely to lead to mutations because 
base modification can disrupt the normal hydrogen bonding pattern of A:T and 
G:C base pairs. 

 

 
Figure 1.(see color insert 3) Reactive oxygen species, endogenously or 

exogenously produced, are major contributors to DNA damage leading to 
disease. 
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Several mechanisms have evolved to seek out and repair changes to the 
DNA bases, hopefully before replication has sealed in a mutation (Figure 2).  In 
a few cases, the integrity of the base can be restored by direct reversal of the 
damage.  More commonly, minor changes are repaired by the base excision 
repair (BER) pathway that cleaves the glycosidic bond, releasing the damaged 
base (2).  Further processing is required to remove the deoxyribose so that the 
appropriate nucleotide can be reinserted with a polymerase, and the ends are 
then sealed with a ligase.  The BER pathway is particularly relevant to oxidative 
damage, because most reactions involve the addition of only one or two new 
oxygen atoms to the purine or pyrimidine base.  For successively bulkier and 
more complex damages such as cross-links to other DNA strands or to proteins, 
more complicated pathways are involved.  For example, in nucleotide excision 
repair (NER), a whole segment of DNA surrounding the lesion is clipped out 
and then resynthesized using the undamaged strand as a template.  For more 
extensive damage, recombinational repair (not shown) may recruit the other 
copy of the chromosome. So dependent are organisms on DNA repair that 
several disease states have been associated with faulty or inadequate repair due 
to mutant enzymes (3). 

 

3''5

5''3

DNA Damage*

Direct reversal
*

3''5

5''3

*

3''5

5''3

*'5

'3

3'

5'

3''5

5''3

3''5

5''3

undamaged DNA

BER

NER

pol

ligase

pol

ligase

dNTP -dR

*

dNTPs

 
Figure 2.  Three of the DNA repair pathways. Direct reversal of damage is rare. 
Base excision repair (top loop) in which the damaged base is cleaved from the 
ribose, then the ribose is removed leaving a gap filled in by a polymerase (pol) 
and religated with a ligase.  Nucleotide excision repair (bottom loop) is similar 

to BER except a longer fragment surrounding the damage is removed. 

Daily damage to the human genome is summarized in Figure 3 (4); 
depurination resulting from hydrolytic cleavage of the glycosidic bond is the 
most common outcome, and the non-instructive abasic site must be repaired.  
Fortunately, most DNA polymerases pause at abasic sites, permitting repair 
enzymes to be recruited before a faulty copy of the DNA template is 
synthesized.  Another frequent damage type is deamination of cytosine yielding 
uracil, which would result in a C-to-T mutation if left unrepaired.  Other 
modifications include formation of pyrimidine-pyrimidine dimers such as the 
T<>T cyclobutane dimer whose occurrence is highly dependent on exposure to 
UV light; indeed, it can easily climb to thousands of events per cell per day.  
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Alkylation damage has a number of sources, many of them due to exogenous 
exposure to inhaled or dietary toxins, but S-adenosylmethionine-mediated 
(SAM) reactions that normally methylate C, can also erroneously methylate 
other bases, accounting for additional damage.  Alkylation of N7 or N3 of 
purines enhances the lability of the glycosidic bond leading to abasic sites, 
therefore requiring repair; alkylation at other sites such as O6 of G can also be 
mutagenic.   

 
Lesions/cell/day 

   18,000 
 
 
 
 500 
 
 
 
 
     103-105 
 
 
 
 
 7,000 
 
 
 
 2,000 
 
 
 

Figure 3.  Structures of common DNA lesions and their frequency of occurrence. 

Key among the detrimental damages to DNA bases are the oxidative 
transformations that occur principally on guanine, the most readily oxidized of 
the four bases.  Measurement of 7,8-dihydro-8-oxo-2’-deoxyguanosine (8-
oxoG), a biomarker of oxidative stress, has been intensively investigated, and 
the current estimate of this lesion under normal cellular conditions is 
approximately 1 in 106-107 guanosines (5).  This means that each cell sees on 
average more than a thousand oxidized guanines per day.   8-OxoG is not the 
only product of oxidative damage to the bases; all four bases form adducts with 
hydroxyl radical, and G and A in particular form cyclic adducts with lipid 
oxidation products such as malondialdehyde.   

Multiple pathways lead to the guanine oxidation product 8-oxoG (Figure 4) 
including one-electron oxidation of G, addition of hydroxyl radical (from Fenton 
reactions or ionizing radiation) and reduction of 8-hydroperoxyG, a proposed 
product of singlet oxygen addition to G, by cellular thiols.  Other products of 
guanine oxidation include imidazolone (dIz) and formamidopyrimidine (Fapy-
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dG) derivatives.  Yet more G oxidation products are produced as secondary 
oxidation products because of the much lower oxidation potential of 8-oxoG 
compared to the four natural DNA bases.  Our laboratory has investigated the 
formation of hydantoin products from 8-oxoG oxidation; these comprise two 
diastereomers of spiroiminodihydantoin (Sp) as well as guanidinohydantoin 
(Gh) (Figure 5) (6,7).  The latter’s two diastereomers rapidly interconvert and 
cannot be studied separately.  These products are formed in varying amounts 
depending on the medium and context; formation of Sp is disfavored in duplex 
DNA or at pH<6, but it is otherwise an abundant product of G and 8-oxoG 
oxidation. 

Figure 4.  Pathways leading to 8-oxoG include ionizing radiation (HO .) and 
one-electron oxidation.   

Investigation of the mechanism of oxidation of G to form the hydantoin 
lesions was conducted with isotopically labeled G (8).  Using 13C, 15N and 18O 
heavy isotopes, we were able to determine that the oxygen atom incorporated at 
C8 was derived from O2, while the oxygen atom introduced at C5 originated 
with H2O.  In this mechanism, water serves as a weak but abundant nucleophile 
adding to an oxidized quinone form of 8-oxoG.  The significance of this study is 
that it provided us with the broader concept that oxidation of G leads to the 
formation of an electrophilic species (OGox in Figure 5), that could be trapped 
by any number of cellular nucleophiles.  Examples of less abundant but better 
nucleophiles in the cell include the tetraamine spermine and the plethora of 
DNA-binding proteins which tend to be rich in lysine.  Thus, oxidation of G can 
also trigger DNA-protein covalent cross-linking (9). 
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Figure 5.  Formation of hydantoin products from further oxidation of 8-oxoG. 

8-OxoG is weakly mutagenic in an E. coli assay leading to G-to-T 
transversion mutations.  The molecular basis for this mutation is outlined in 
Figure 6 (10). Although the oxidative damage process that inserts an oxygen 
atom at C8 of G does not appear to alter the base-pairing properties of G, it does 
alter the preferred orientation of the base with respect to the glycosidic bond.  
Thus, 8-oxoG has a higher propensity to rotate into a syn conformation rather 
than the normal anti conformation.  If it does so during replication, the 8-oxoG 
base presents a different hydrogen-bonding pattern compared to G, and its 
complement is A rather than C.  If A is misincorporated into the strand opposite 
8-oxoG, then there is a chance it will persist until the A-containing strand is 
replicated, in which case, a T would be placed opposite, in the original position 
of the G that underwent oxidation. 

In contrast, the hydantoins are 99% mutagenic, mispairing with A or G and 
leading to G-to-T and G-to-C mutations, both of which are common outcomes 
of oxidative stress (11). The molecular basis of mutation via Gh and Sp is less 
well established.  Presumably, the hydantoin ring resembles a T, albeit a 
distorted and ring-contracted one, so it may base pair with A, though not as well 
as the six-membered ring pyrimidine T.  Pairing with G might be accomplished 
via shifting of the hydantoin ring toward the major groove to form a wobble 
pair; this would better accommodate the sp3 carbon of the ring and the appended 
guanidinium (in Gh) or spirocycle (in Sp). (See Figure 6B.)  When the 
hydantoin lesion mispairs with G, another round of replication would replace it 
with C; overall this would then be a G-to-C transversion mutation. 
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Figure 6.  A. Structural basis of G-to-T transversion mutations via the 8-oxoG:A 
mispair.  B. G-to-C mutations might occur via Gh formation that pairs with G, 

by analogy to T:G wobble pairs. 

The high rate of mutagenicity observed for the hydantoin lesions Sp and Gh 
is due to their severely altered structures, compared to G, and their consequent 
inability to base pair correctly with C.  The good news is that Sp and Gh can be 
recognized and excised by the base excision repair mechanism using a 
glycosylase called hNEIL1, the human homolog to bacterial Endonuclease VIII 
(Nei).  In fact, we have found that the hydantoins are more than 100-fold better 
substrates than any other DNA lesion studied so far (12). Thus, the action of 
hNEIL1 on a Gh:C or a Sp:C base pair can correct the oxidative damage before 
mutation.  Unfortunately, if replication has already occurred leading to 
misinsertion opposite the hydantoin (Gh:G, for example), the action of hNEIL1 
will serve only to seal in the mutation by removing Gh and allowing its 
replacement with a new base in that position. 

In the timeframe of a human lifespan, we think of mutation as a bad thing—
a genetic component of aging and disease.  However, without mutation, there 
would be no adaptation of species to changing environments, i.e. no evolution.  
Mutations can occur randomly due to the constant but low level of errors made 
by polymerases during replication.  Alternatively, mutations can be accelerated 
due to DNA damage such as oxidation.  Presumably, the Great Oxygenation 
Event of 2.5 billion years ago was responsible for some of the evolutionary 
pressure to generate proteins that could handle oxidative stress:  superoxide 
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dismutase and catalase to reduce the levels of ROS, and DNA repair enzymes to 
handle the oxidative damage to the genome. 

One puzzle that has not been solved about the early evolution of life in an 
oxygen atmosphere is the question of redox cofactors for metabolic enzymes.  
The “RNA World” hypothesis suggests that ancient life evolved from the 
catalytic chemistry of RNA oligomers capable of basic functions like cleavage, 
ligation, and replication (13).  A primitive form of metabolism was also needed, 
but the modern redox cofactors NADH and FADH2 were not available.  The 
persistence of the dinucleotide redox cofactors in evolutionary history has 
strengthened the argument that life evolved from RNA-based chemistry (14), 
but where did these cofactors come from?  How did early RNA catalyze redox 
reactions without them? 

We hypothesize that oxidized purines may have fulfilled this role in an 
earlier time.  The 2-electron oxidation of 8-oxoG is remarkably similar to that of 
dihydroflavin, and an even closer parallel exists with the redox chemistry of 
pterins (Figure 7).  Biosynthetically, pterins and flavins are derived from 
guanosine through a long series of transformations, but the current biosynthesis 
is presumably a highly evolved pathway that originated from a rudimentary 
derivative of G that was capable of redox chemistry.  Perhaps that was 8-oxoG?  
In a single chemical step from G to 8-oxoG, the one-electron redox potential of 
the purine is lowered by 600 mV (E1/2 of G is 1.3 V vs. NHE; see Figure 7 for 
others).  Although this is still higher than pterins and flavins, it is nevertheless a 
huge step in the direction of forming a redox-active ribonucleoside, potentially 
capable of assisting primitive proteins to develop an oxygen-based metabolism 
for evolving organisms.  We cannot travel back in time to observe early 
evolution, but current experiments may lend credence to this hypothesis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.  Analogy between redox chemistry of 8-oxoG and pterins and flavins. 
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Oxidative DNA damage and repair processes are like two ends of a 
seesaw—when damage increases, repair must be upregulated to keep the 
genomic mutation rate in balance.  Otherwise, oxidative stress could become 
catastrophic for the cell, or at a minimum, may cause permanent changes in the 
genome.  On the positive side, the evolution of the species depends on mutation, 
and indeed the evolution of life as we know it may have depended on oxidative 
purine chemistry to utilize the oxygen atmosphere to its advantage. 
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Chapter 9 

Isotopes Illuminate Chemical Change:  Boron 
Isotope pH Proxy 

N. Gary Hemming1,2 

1School of Earth and Environmental Sciences, Queens College, Flushing, 
NY 11367 

  2Lamont-Doherty Earth Observatory of Columbia University, Palisades, 
NY  10964 

A driving force for the evolution of life on Earth is adaptation 
to environmental change.  Basic chemical principles are used 
by geochemists to study the evolution of the Earth system, 
including ancient climate.  Because there is no way to obtain 
climate information directly, geochemists rely on proxies, and 
isotopes have been particularly useful tools.  Boron isotopes 
are promising as a proxy for ancient ocean pH and for 
understanding natural variations in atmospheric CO2 
concentrations, due to the tight coupling between the 
atmosphere and surface ocean.  Proxies for CO2, combined 
with temperature proxies, are important for understanding the 
natural relationships between global warming and atmospheric 
CO2, and thus will aid models that seek to predict future 
warming.  The development of any proxy requires an 
understanding of fundamental chemical principles including 
atomic structure, vibrational energies, aqueous speciation, and 
isotopic fractionation, all within a dynamic system that is 
perturbed by biological influences.   
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Introduction 

Presented here are the basic chemical principles behind the development of 
a new tool for understanding changes in ocean chemistry in the past.  The boron 
isotope paleo-pH proxy allows a measure of the pH of ancient oceans, and 
because there is a coupling between the surface ocean and the atmosphere, it 
also allows an estimation of atmospheric CO2 concentrations in the past.  This is 
essential information because the better we understand the natural fluctuations 
and controls on Earth’s carbon budget, the better we can understand, predict, 
and ameliorate the consequences of the post-industrial increase in atmospheric 
CO2.  Humans are having a profound impact on Earth’s chemistry, and the 
recent increase in atmospheric CO2 concentration is alarming.  David Keeling 
began monitoring atmospheric CO2 concentrations in 1958, so there are direct 
measurements showing the exponential rise of this gas (1) (Figure 1).  Because 
CO2 is a greenhouse gas, it is expected to impact on our future climate.  By 
studying ancient climate, we can see the coupling between atmospheric CO2 
concentrations and major climate fluctuations.  A remarkable record has been 
produced by scientists who extract bubbles of air trapped in Antarctic ice cores 
to produce a record that may go back as far as 1 million years.  Figure 2 shows 
data to 350 thousand years before present.  The cyclic changes in atmospheric 
CO2 reflect glacial-interglacial cycles, with high CO2 during warmer interglacial 
times, and low CO2 during cold glacial times.  Boron isotopes may allow us to 
extend the atmospheric CO2 record back beyond the extent of ice core records.  
While not a direct measurement of atmospheric CO2 concentration, it will give 
us the magnitude and frequency of past, pre-anthropogenic changes that can be 
related to climatic conditions determined by other proxies. 

Understanding of Earth history and geological materials has been greatly 
facilitated by the discovery of fundamental chemical principles.  It has been 
more than 200 years since Dalton first theorized on the structure of the atom and 
more than 100 years since Mendelev’s 1870 version of the periodic table had 
reached the form close to that we use today.  But it was Rutherford’s 1911 
“planetary” model and Neil Bohr’s 1913 electrostatic model of the atom that 
allowed geologists to become geochemists and rigorously apply these new ideas 
to the study of the earth.   

Geologic applications began with investigations of compounds that make up 
Earth materials.  These are the minerals and rocks whose formation follows the 
basic chemical principles set forth by those pioneering scientists.   V. M. 
Goldschmidt was a chemist who used the contemporary knowledge of these 
basic principles towards understanding crystal structures.  His pioneering work 
to determine ionic radii and coordination number of elements in minerals led to 
many of the basic principles we use today in geochemistry, particularly in 
understanding the partitioning of elements in the Earth (see review in (2)).  
Goldschmidt is often called the “father of geochemistry” and is honored by the 
annual international meeting of the Geochemical Society, the most respected 
meeting for geochemists, the V.M. Goldschmidt Conference. 
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Figure 1.  Atmospheric CO2 concentrations measured on air samples from 

Mauna Loa.  The dramatic increase since measurements began in 1958 are due 
to anthropogenic CO2 additions predominantly from fossil fuel burning.  Also 
captured in this record are seasonal cycles resulting from changes in northern 

hemisphere biomass (1, 3). 

It is remarkable how quickly the field of isotope geochemistry evolved, 
considering the neutron was not identified until 1932!  (4).  Henri Becquerel was 
a physicist and mineralogist who identified products of radioactive decay in 
1896, although this was not identified as radioactivity until Marie and Pierre 
Curie’s work in Becquerel’s lab.   Urey’s 1947 work on the thermodynamic 
basis for isotope exchange set the stage for the rapidly advancing field of stable 
isotope geochemistry.  Calculation of the temperature dependence of oxygen 
isotope fractionation (5, 6) preceded the ability to measure isotopes precisely.  
Progressing from theory to the widespread application of these new concepts 
could not have happened without the development of analytical techniques to 
make the extremely precise measurements necessary to determine the small 
range in isotope compositions found in nature.  While physicists led the way in 
developing early isotope instrumentation, Alfred Neir, who was also a 
geochemist, developed the isotope ratio mass spectrometer we know today (7).   
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Figure 2.  Atmospheric CO2 concentrations over the last 350,000 years 

compiled from the Mauna Loa record (1957-2005) (1, 3), Law Dome ice core 
record (1010-1975) (8), Vostok ice core record (9). 
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Geochemists deserve much of the credit for advances in analytical techniques 
that pushed the limits of small sample size and improved analytical precision for 
Earth materials.   

Applications of isotopes in geology fall into two broad categories:  
radiogenic isotope studies, where an unstable parent isotope decays to a 
daughter product, thus giving “age” information when analyzed in rocks and 
minerals, and stable isotope studies that generally rely on fractionation due to 
mass difference, and thus have been traditionally restricted to light isotope 
systems (typically elements with an atomic number <20).  Here I will 
concentrate on mass dependent stable isotope systems.   

The boron isotope system as a geochemical tool is still in the development 
phase.  Presented here is a review of the basic chemical concepts behind the 
boron isotope paleo-pH proxy.  A proxy in geochemistry is an indirect 
measurement of a parameter that is impossible to measure directly.  Boron 
isotope compositions in calcium carbonate are predominantly controlled by the 
pH of the parent fluid, and therefore can be measured in ancient calcium 
carbonate-producing organisms (corals, shells of bivalves, calcifying micro-
organisms, etc.) and used as a paleo-pH proxy.  Any proxy needs to be 
thoroughly studied and tested to ensure other controls are not present, or can be 
corrected for.  While presented at a very basic level, the fundamental chemical 
principles used to develop the boron isotope paleo-pH proxy present a starting 
point for a more in-depth study of these principles in a “real world” framework. 

Following the fundamental studies on oxygen isotope systematics and the 
development of oxygen isotope paleo-thermometry, other geochemical isotope 
proxies have been proposed and developed at a fervent pace (see review in (10)).  
Boron isotopes were not investigated until late in the 1980’s, primarily due to 
analytical difficulties with this isotope system (described below).  In order to 
develop this proxy, and in order to understand how and why this proxy works, 
knowledge of the following chemical principles is required:   

 
1. basic chemistry including atomic theory and chemical reactions  

(dissolution-precipitation,  bonding, trace elements, acid-base reactions); 
2. aqueous speciation; 
3. crystal chemistry, including trace element substitution in the crystal lattice; 
4. isotope exchange reactions and mechanisms of isotope fractionation; 
5. analytical chemistry, including ion exchange reactions and mass 

spectrometry (which includes ionization methods, in addition to the physics 
behind mass spectrometric analysis). 
 
The application of these basic chemical principles to geologic and 

environmental problems will be discussed in reference to the boron isotope 
paleo-pH proxy. 

Boron Isotope Systematics 

Boron in seawater has a concentration of about 4.5ppm.  It is supplied to the 
ocean by continental weathering and hydrothermal inputs, and has a residence 
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time of 14 to 20 Myr (11-14).   The residence time of an element in the ocean is 
calculated by the total inventory of the element dissolved in the ocean divided 
by the total flux in (or out) of the ocean.  Very soluble elements like Na and Cl 
have very long residence times (millions of years), and thus are concentrated in 
seawater.  Further, they are well-mixed in seawater as the mixing time of the 
oceans is on thousand year time scales.  Because of the long residence time of 
boron, ocean water has the same composition regardless of where it is collected 
around the world.  Further, the boron isotopic composition is stable in the 
oceans over million-year time scales. 
 Boron is a Group IIIA element (+3 ion), but rarely occurs as a trivalent ion 
in nature.  Its propensity to bind with oxygen results in primarily oxide and 
hydroxide compounds.  Boron occurs as boric acid (B(OH)3) in low pH 
solutions trigonally coordinated with the (OH)- radical.  In high pH solutions, 
the borate ion is formed  (B(OH)4

-    ) in tetrahedral coordination.   At intermediate 
pH values, both species are present, so consequently their relative proportions 
change with pH (Figure 3a).  The fundamentally important observation relevant 
to the use of boron isotopes as a pH proxy is that these two aqueous species have 
an isotopic offset of about 20‰ (parts per thousand).  Because the relative 
proportions of the aqueous species change with pH, so must the isotopic 
composition of those species, as the value of the reservoir remains constant 
(Figure 3b).  

Why Does Boron Occur in the CaCO3 Minerals? 

Boron occurs as a trace element in CaCO3, which forms two different 
crystal structures, the rhombohedral calcite structure and the orthorhombic 
aragonite structure.  Both forms occur in nature, with biogenically-produced 
forms common in the oceans (ie. aragonitic coral skeletons, calcitic algae, 
aragonitic and/or calcitic bivalves, etc.).  Because of the difference in crystal 
structure, trace element uptake in the two minerals is very different.  For 
instance, Mg is readily incorporated into the calcite structure (often in the 
percent range in marine calcite), while it is relatively excluded from the 
aragonite structure, and Sr concentrations are low in calcite relative to aragonite.  
These differences stem from charge and size of the trace ions relative to the ions 
they are replacing, and follow basic chemical principles (19-21). This metal 
substitution in the Ca2+ site can be described by the distribution coefficient (see 
review in (22)).  The distribution coefficient ( DK ) for trace elements in 
carbonates is defined by: 

[ ]
[ ] fluid 

solid 
D CaMe

CaMe
K =  

where Me is the metal that substitutes in the Ca site (molar concentrations).  
Boron is thought to substitute in the anion site in carbonates (17, 18), but the 
fact that calcite has significantly lower boron concentrations than aragonite is 
puzzling, as the opposite would be predicted based on ion size considerations.   
A model was proposed where only the charged B(OH)4

-        species interacts with the 
crystal surface during crystal growth, but then must convert to a trigonal 
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coordination  to  be  incorporated  in  calcite,  resulting  in an  energy  barrier  to 
incorporation that explains the low uptake (18).  No structural change is 
necessary for incorporation in aragonite.   This interpretation stems from a study 
of boron coordination in carbonates, where it was shown that boron is primarily 
trigonal in calcite and dominantly tetrahedral in aragonite (23).  The DK  
equation was modified for boron substitution in the anion site (18): 

 
This clearly cannot be the case for both aragonite and calcite, as the Sen et 

al. study showed (23).  However, it is useful for considering boron uptake in 
carbonates.  It is clear that the B(OH)4

-     term controls the boron concentration in 
the carbonate, and so the concentration must be pH dependent.  Higher pH 
results in higher B(OH)4

-     in the fluid, resulting in higher boron concentrations in 
the crystal structure. 
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Figure 3.  (a)  Distribution of the two dominant aqueous species of boron in 

seawater calculated from  pKB value from (15). (b)  The isotopic composition of 
the two dominant aqueous species of boron in seawater calculated using the 
theoretical fractionation factor of (16).  The gray box represents the range of 
measured modern carbonates analyzed by (17), and include bivalves, corals, 
echinoderms, calcareous algae, and ooids, and the black box represents the 

boron isotopic composition of calcite, high magnesium calcite, and aragonite 
synthesized in the laboratory (18). The exact growth pH for the natural samples 

is not known, so values are plotted at typical surface seawater pH (8.2). 
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Why Are There Two Aqueous Species of Boron? 

The aqueous speciation of boron is an acid-base reaction: 
( ) ( ) ( )−− ↔+ 43 OHBOHOHB  

Raising pH forces the reaction to the right following Le Chatelier’s principle.  
The pH value where both aqueous species have equal concentrations is the pK 
(Figure 3a).  This value has been determined by several investigators, but the 
accepted value is 8.60 at standard temperature and pressure (15) (see discussion 
in (24)).  The pK is dependent on temperature, pressure and composition 
(salinity).  Figure 4a shows the direction the pK value shifts using the natural 
extremes of these parameters, and Figure 4b the effect on the isotopic 
composition of the aqueous species.  Under most natural conditions, factors 
besides pH are relatively insignificant, but must be taken into consideration 
when extremes in the environment are being studied, such as the surface ocean 
(relatively high T, low P) versus the deep ocean (relatively low T, high P). 
 

 
Figure 4.  Change in pK values with temperature and salinity (a) and the effect 

on the isotopic composition of the aqueous boron species (b). 
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Why do the Two Predominant Aqueous Species Have Different Isotopic 
Compositions of Boron? 

The fundamental chemical principle behind the isotopic offset between the 
two aqueous boron species relates primarily to vibrational and rotational energy 
differences between the two isotopes, such that the heavier isotope is 
preferentially incorporated into the trigonal species.  The motivation for 
studying this fractionation was for the nuclear industry, as 10B has a very high 
cross section for neutron capture, and so is used as a neutron flux absorber.  
Mechanisms for enriching 10B from natural boron led to studies that showed it 
could be separated from 11B on ion exchange columns.  Theoretical approaches 
were used to calculate the fractionation factor α, which describes the isotopic 
offset between two phases, 

B4B3 RRα =  
where 4BR  is the isotopic composition of the tetrahedral B(OH)4

-     species and 
3BR  is the isotopic composition of the trigonal B(OH)3 species.  The value for α 

that is generally used is 1.0194 (16), which is equivalent to an ~20‰ isotopic 
offset between these two species (Figure 3b).  Because of uncertainties in the 
spectroscopic data used to determine the vibrational frequencies, large errors are 
present in that calculation.  The theoretical approaches are elegantly reviewed 
and errors evaluated by (25), who concluded the Kakihana et al. value (16) is 
almost certainly too low, and called on scientists to experimentally determine α.  
Indeed, a recent experimental study to determine α concluded that it is 
significantly higher, 1.030 (26).  However, empirical α values determined by 
measurement of the offset between seawater and calcium carbonate 
approximates the calculated fractionation factor of Kakihana et al., (17, 18, 27-
29);  see Figure 5.  These empirical studies were based on a major assumption, 
that only the B(OH)4

-    aqueous species is incorporated in calcium carbonate (17).  
If this is correct, these studies give the value of the B(OH)4

-   species for the 
particular pH at which the calcium carbonate formed, and thus can be used to 
calculate αempirical.  Because of this consistency, the Kakihana et al. value (16) 
has been used for all of the boron isotope studies to date.  An important point to 
make here is that, in geochemistry, where we are applying chemical principles to 
complex natural systems, deviations from the expected relationship are 
common.  We use empirical relationships determined from laboratory and 
natural ground-truthing studies to establish the relationships, and to be confident 
that the proxy measurement is truly approximating the condition of interest. 
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Figure 5.  Ground-truthing studies showing the pH control on the boron isotopic 
composition of corals (P. cylindrica, A. nobilis, Acropora sp.), foraminifera (G. 
sacculifer, O. universa), and synthetic calcite compiled from (28-31).  Note that 

the pH- δ11B relationship of the samples define curves remarkably similar in 
shape to the theoretical δ11B of the borate ion in seawater (arrow) determined 

by Kakihana et al. (16). 

Ground-Truthing the Proxy 

Testing theoretical geochemical relationships under controlled, but near-
natural conditions, can provide convincing evidence that a proxy is 
approximating the parameter of interest.  A brief review of both abiotic and 
biotic CaCO3 experiments that have added to our knowledge of the boron 
isotope paleo-pH proxy is presented. 

Establishing the pH-B Isotope Relationship 

The first analyses of boron isotopes in carbonates were made to determine if 
boron in the solid recorded the isotopic composition of the seawater from which 
it precipitated (17, 32).  These studies clearly showed an isotopic offset in the 
carbonates from that of seawater.  In particular, the Hemming and Hanson study 
(17) showed a tight cluster of boron isotopic compositions ranging from about 
20 to 25‰, significantly lighter than the ~+40‰ of seawater (Figure 3b).  Note 
that isotopic values are in δ notation, which is the deviation of the isotope 
composition of a sample from that of a standard, which is defined as δ11Bstandard 
= 0.  The equation for calculating δ is: 

( ) ( )
( ) 1000

B/B
BBBB

Bδ
STANDARD

1011
STANDARD

1011
SAMPLE

1011
11 •

−
=  

Therefore, positive values are isotopically heavier than the standard, and 
negative values are isotopically lighter than the standard.  The accepted 
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analytical standard is a boric acid powder supplied by the National Institute of 
Standards and Technology (NIST SRM 951).   

The explanation for this large fractionation was not immediately obvious.  
Temperature-controlled fractionation could not produce such a large offset.  The 
idea that the fractionation could be controlled by a process related to the 
aqueous speciation stemmed from a previous study evaluating the large isotopic 
difference seen in terrestrial versus marine materials.  Early studies found that 
terrestrially-derived borate deposits were isotopically light compared to marine-
derived borate deposits (see (33)).  An earlier study proposed a model that 
explains this offset (34).  When boron enters the oceans from the neutral to 
acidic riverine sources (isotopically light, terrestrial boron), it encounters the 
relatively basic (pH~8.2) ocean water, where the boron is distributed between 
the neutrally charged B(OH)3 species (~75% of the boron) and the negatively 
charged B(OH)4

-    species (~25% of the boron).  As shown in the relationships in 
Figures 3a and 3b, this process produces an isotopic offset between the two 
aqueous species.  The charged aqueous species adsorbs to clays that are also 
entering the oceans with the riverine input.  This effectively sequesters the 
isotopically light aqueous species, thus leaving seawater boron isotopically 
heavy (34).  It was later shown that similar processes take place during 
hydrothermal alteration of ocean ridge basalts (14).  This same model was used 
to suggest that during precipitation of calcium carbonate from the oceans, only 
the B(OH)4

-     species is interacting with the calcite or aragonite crystal surface 
(17).  This makes intuitive sense, as the uncharged B(OH)3 species is unlikely to 
react with the charged crystal surface. If this model is correct, then the calcium 
carbonate should have the same boron isotopic composition as the borate ion in 
seawater, and indeed the cluster of compositions of modern marine carbonates 
strongly supports this model (Figure 3b).  The range of values is easily 
explained by the fact that the survey studies did not have a record of the ambient 
pH for each of the samples.  In order to rigorously test this model, the pH of the 
water had to be known.  This led to a laboratory-based study, where calcite and 
aragonite were synthesized at a known and constant pH in a solution with 
similar ionic strength to seawater (18).  In that study, both the calcite and 
aragonite crystals had isotopic compositions that clustered over a very small 
range (± 0.7 ‰), and very close to the B(OH)4

-     curve (Figure 3b). 

Empirical Relationships 

This set the stage for further studies to determine the empirical relationship 
for seawater/calcium carbonate fractionation in natural samples.  Several studies 
of the boron isotopic compositions of corals cultured under controlled conditions 
showed that the relationship found in the Hemming et al. study (18) held for 
corals (28, 30).  However, studies of foraminifera, a calcifying single celled 
marine organism, showed species dependent and variable offsets from the 
B(OH)4

-     curve (27, 29).  These studies collected foraminifera in their juvenile 
state taken from the surface ocean near Catalina Island, California.  The juvenile 
specimens were taken to the laboratory where they calcified under controlled pH 
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conditions attained by adjusting alkalinity in the growth chamber.  While these 
studies verified the strong pH dependence on the isotopic composition of shell 
material, they typically fell significantly below the theoretical B(OH)4

-  curve 
(Figure 5).  This was attributed to “vital effects”, a term commonly used in 
geochemistry to explain apparent deviations from equilibrium induced by 
biological processes (ie. photosynthesis).  These arise from the fact that minimal 
energy states achieved by equilibrium reactions are not always consistent with 
the processes organisms require for their energy needs.  Further study will be 
necessary to fully understand these results.  However, it is remarkable how 
consistently the shape of the empirical curves mimic that of the Kakihana et al. 
B(OH)4

-       curve.  This has led to the conclusion by those who established the 
empirical data, as well as theoretical studies of this system (25), that once an 
empirical curve is established for a particular species, the boron pH proxy can be 
used with confidence if samples are carefully chosen.  With this knowledge, an 
equation can be used to calculate the pH from the boron isotope measurement 
and the known species-specific offset: 

( ) ⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−+−

−−
−−=

εaBδ*αBδ

aBδBδ
logpKpH

sample
11

seawater
11

sample
11

seawater
11

B  

where δ11Bseawater = +39.5, ε is the fractionation between the aqueous boron 
species (19.2‰) and a is the empirically derived species specific offset between 
δ11B of dissolved borate and that of the foraminifera shell.   

To fully test the boron isotope paleo-pH proxy, controls other than pH that 
might affect the boron isotope composition must either be measured and 
corrected, or minimized in some way.  Temperature was not expected to be a 
significant control under normal surface ocean temperature ranges based on 
theoretical predictions (16).  We tested this by the same culture experiments 
described previously, and indeed found no control of temperature in coral 
samples outside the uncertainty of the analyses (28) over a small temperature 
range (25-28ºC).  Further, measurement of the foraminifera species G. sacculifer 
over the range ~25-28ºC again found no temperature control (27).  Other 
possible complications were also investigated.  Foraminifera do not reside near 
the ocean surface during their entire lifecycle, and in fact some individuals 
reside deeper in the water column.  Those individuals will record pH at their 
habitat depth (pH typically decreases with depth in the water column).  It was 
found that individuals residing deeper in the water column produced smaller 
shells.  This effect was evaluated for boron isotopes, and indeed smaller 
individuals had isotopically lighter boron isotope compositions consistent with 
the deeper, lower pH waters in which they resided (35).  In that same study, 
dissolution effects were investigated.  Dissolution can occur in the deep ocean, 
as decomposition of organic matter and the high pCO2 attained due to the high 
pressure in the deep ocean makes bottom waters more acidic.  Thus, when the 
shells fall to the ocean floor they may partially dissolve.  It was found that 
partial dissolution also lowered the boron isotope composition, making these 
shells not useful for the boron isotope pH proxy (35).   

While more study is necessary to further refine this proxy, it is clear that the 
major control on the boron isotope composition of carbonates is the pH of the 
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water in which they grew, and that careful sample selection (large, heavy 
foraminifera) will minimize complications that may give erroneous results. 

Analytical Aspects 

A brief discussion of the necessary steps from sample collection to data 
collection affords an opportunity to present basic chemical principles applied to 
the boron isotope paleo-pH proxy.  While extraction of boron from samples is 
the first step in the procedure, it is useful to discuss the mass spectrometry first, 
as the extraction method is different for the various mass spectrometric methods 
used.   

Mass Spectrometry 

While the ratio of the stable boron isotopes is such that it would seem to be 
relatively easy to measure compared to other stable isotope systems (11B/10B ≈ 4, 
compared to 18O/16O ≈ 0.002005 and 13C/12C ≈ 0.011122), the chemical 
properties of boron required modification of standard techniques for isotope 
measurement.  In particular, mass fractionation induced during thermal 
ionization in the mass spectrometer produces large analytical uncertainties in the 
measurements.  This was overcome to some degree by producing heavier ionic 
compounds (ie. Na2BO2

+ , Cs2BO2
+  (33, 36-41)), or by carefully replicating 

analytical conditions for standards and samples measuring the BO2
-  ion (17, 42-

44).  Each of these approaches has advantages and disadvantages.  The positive 
ions produced by the heavier compounds result in significantly lower ion yields 
compared to the negatively charged ions.  Typically micrograms of boron are 
necessary for the positive ion techniques, while only nanograms of boron are 
necessary for the negative ion technique.  Comparison of these procedures can 
be found in (45) and (42).   

Recent advances in multi-collector inductively-coupled plasma mass 
spectrometry (MC-ICPMS) techniques show promise, as this method allows 
bracketing of samples by standards, thus providing a means for near-
simultaneous fractionation correction.  Problems with this technique include 
memory effects (boron from previously analyzed samples or standards 
remobilized during subsequent analyses), and extreme sensitivity to the solution 
matrix, requiring samples and standards to have identical matrices. 

Sample Preparation 

Boron can be extracted from natural or synthetic calcium carbonate (or 
other geologic materials) before analysis by mass spectrometry.  The extraction 
method depends on the analytical technique to be used.  For any method, natural 
samples (typically foraminifera, a single-celled marine invertebrate whose shells 
accumulate in ocean sediments) must be cleaned of organic matter.  This is 
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typically done by ultrasonification of the crushed samples in the presence of a 
strong oxidizing agent such as H2O2 (hydrogen peroxide) or NaOCl (sodium 
hypochlorite, or common household bleach).  For the negative ion method, 
efficient ionization actually depends on the presence of a salt on the filament 
which acts as an electron donor, so sample preparation is quite simple.  
Dissolving the calcium carbonate in HCl provides the necessary salts, so this 
solution can be loaded directly on a metal filament (typically Re) for mass 
spectrometric analysis.  Preparation for the positive ion and MC-ICPMS 
methods, however, require quantitative isolation of boron from the dissolved 
sample.  Quantitative separation and recovery of the boron is essential, as 
fractionation of the isotopes occurs if <100% of the boron is recovered, and 
inefficient separation of other ions (i.e. Ca) causes matrix-induced effects during 
mass spectrometry, such as changing the mass spectrometer-induced 
fractionation, or interfering with ionization of the boron thus resulting in low ion 
yields. 

Most separation techniques use ion exchange columns to separate the boron 
(17, 42, 47).  The ion exchange methods all work by the same fundamental 
chemical principles, although details of the chemistry differ depending on the 
type of ion-exchange material being used.  Commonly, a boron-specific ion-
exchange material is preferred (Amberlite© IRA-743 anion exchange resin), due 
to its high affinity for boron, and low affinity for most other unwanted ions.  
This boron-specific resin has exchange sites that allow B(OH)4

-    to exchange for 
the OH- radical, thus sequestering the boron on the resin bed (Figure 6).   
The procedure for the small (1-5mg) calcium carbonate samples we analyze is as 
follows: 
 
1. load ~20µL of the boron-specific resin into a column made from a 1ml 

polypropylene pipette tip with a porous polypropylene frit pressed into the 
tip to support the ion-exchange beads;  

2. clean with 20 column volumes of 0.2N HCl to remove any “environmental” 
boron;  

3. rinse with 20 column volumes deionized water;  
4. condition with 5 column volumes base (1M NH3) to provide the tertiary 

OH- at the resin bead exchange site, then rinse with 5 column volumes 
deionized water;  

5. load sample on the column (at neutral pH) and wash with 5 column volumes 
dionized water;  

6. elute the boron with 10 column volumes low pH solution (0.1 N HCl or 
other acid). 
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Figure 6.  Schematic of the ion-exchange apparatus for isolating boron from 
geologic samples.  A peristaltic pump draws the dissolved sample and reagents 
through an ion exchange column fabricated from a 1 mL polypropylene pipette 
tip packed with boron specific resin (IRA-743).  The photograph of the actual 

beads is from the manufacturers technical report (Rohm and Haas).  The 
mechanism of exchange of borate on the tertiary amine groups on the resin 

surface is also shown (46). 

This procedure produces a pure boric acid solution that is ready for analysis 
by any of the mass spectrometric techniques. Due to the high affinity for the B-
specific resin, it is difficult to release the boron from the ion-exchange column, 
thus requiring the large volume of acid (step 6).  As a result, concentration by 
evaporation may be necessary, particularly for the positive ion technique.  For 
negative ion analysis, since salts were removed, a salt must be added back in.  
This is typically done by adding a boron-free seawater solution (42), prepared 
by putting natural seawater through the exact same extraction method as 
described above, except of course collecting the sample from step 5 rather than 
step 6. The sample boron and the boron-free seawater can be combined directly 
on the ionization filament.  The negative ion method has analytical uncertainties 
in the 0.3-0.5‰ range if samples are analyzed multiple times (typically three 
replicates).  Because of the relatively low masses measured (11BO2

- /10BO2
- , 

masses 43 and 42), instrumental fractionation is large.  Since there is no 
established method to correct for this, we rely on analyses of standards to 
determine the fractionation from the true value.  A strict analytical protocol has 
been established to ensure reproducibility of the standard (and thus samples), 
which includes a consistent ionization filament temperature (980°C), limits on 

CH3

N C

OH H

CH2 CH2OHCH2 CC C

OH

OH OH

H

H H

CH3

N C

OH H

CH2 CH2OHCH2 CC C

OH

OH OH

H

H H

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C

OH H

CH2 CH2OHCH2 CC C

OH

OH OH

H

H H

CH3

N C

OH H

CH2 CH2OHCH2 CC C

OH

OH OH

H

H H

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

CH3

N C
OH H

CH2 CH2OHCH2 CC C
OH`

O O

H

H H

OH OH

B-

D
ow

nl
oa

de
d 

by
 D

U
K

E
 U

N
IV

 o
n 

Ju
ne

 2
8,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 D

ec
em

be
r 

20
, 2

00
9 

| d
oi

: 1
0.

10
21

/b
k-

20
09

-1
02

5.
ch

00
9

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



171 

in-run changes in fractionation, and a minimum of three replicate analyses that 
meet those criteria (see discussion in (31)). 

For the positive ion technique, the accepted method today is to analyze 
Cs2BO2

+  (masses 208 and 209).  Extracted boric acid from the column chemistry 
procedure is mixed with a cesium hydroxide solution on the ionization filament 
(along with a graphite slurry) prior to loading in the mass spectrometer.  
Reduced instrument-induced mass fractionation during the analysis due to the 
very high mass number has typically resulted in analytical uncertainties in the 
0.2-0.5‰ range for a single analysis.  

Applications to the Ancient Ocean and Atmosphere 

Establishing the clear relationship between the boron isotope composition 
of marine carbonates and the pH of seawater set the stage for determining pH of 
ancient oceans.  While a review of these applications has been presented 
previously (see (44)), a brief discussion here will present the final (and most 
important) step in the proxy development story. 

Determining ocean pH in the past is a difficult but extremely important 
measurement which allows estimations of ancient atmospheric CO2.  
Understanding natural atmospheric CO2 is necessary for understanding the 
consequences of the dramatic anthropogenic atmospheric CO2 increase we are 
now experiencing (Figure 1).  We now have a record of atmospheric CO2 going 
back about 750 thousand years (9).  This record was produced by extracting 
bubbles of trapped air from the Vostok ice core in Antarctica, then analyzing 
their CO2 concentrations.  In addition, other proxy measurements of the same ice 
core allowed determination of air temperature fluctuations over the poles.  The 
Antarctic ice cores provide a remarkable record that demonstrate the tight 
coupling between air temperature and atmospheric CO2 concentrations, aiding 
our understanding of glacial-interglacial cycles (Figure 7).  This type of work is 
essential to determine natural fluctuations in atmospheric CO2 and how those 
fluctuations relate to global climate conditions.  There is a strong correlation 
between the glacial cycles and the cyclic change in the amount and distribution 
of solar radiation reaching the earth.  The “Milankovitch” cycles allow 
estimations of solar radiation influx as it changes with eccentricity (distance), 
obliquity (tilt of Earth’s axis), and precession (wobble of the Earth around its 
axis), with cycle lengths of 100,000, 41,000, and 23,000 years, respectively.  
The phasing of these three parameters has been used to calculate insolation over 
the past 1 million years (48).  When total radiation influx is lowest, the Earth 
enters a glacial or “icehouse” stage, and when it is highest, it is in an interglacial 
or “greenhouse” stage.  However, it has also been shown that these changes in 
solar energy alone are not capable of forcing the Earth in and out of glacial 
periods.  It must be that it affects (or “triggers”) some other climate forcing 
mechanism, which amplifies the solar radiation cycles.   Atmospheric CO2 is 
thought to be that amplifier, as there are mechanisms for redistributing carbon 
from various reservoirs on the earth (atmosphere, oceans, rocks, plants).  
Climate scientists believe that understanding this transfer of carbon is key to 
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understanding the major climate changes we see over the last several million 
years.  

Figure 7 clearly illustrates the tight coupling between atmospheric CO2 
concentrations and proxies for temperature and ice volume.  The isotopic 
composition of oxygen (δ18O) in marine calcifying organisms (in this case the 
single-celled foraminifera G. Ruber), is a function of two variables:  the water 
temperature and the extent of continental glaciation.  Evaporation of seawater 
results in an isotopic fractionation between the liquid water and water vapor.  
Since water vapor is significantly lighter, accumulation of precipitation as ice 
during glacial times leaves seawater isotopically heavy, which is recorded in the 
skeletons of marine organisms. Because there is another proxy for temperature 
that can be measured in foraminifera, it is possible to extract an “ice volume” 
record from the ocean sediments.  Mg/Ca in shells changes with temperature, 
with less discrimination against incorporation of the trace element Mg as 
temperature increases.  Figure 7c is the seawater oxygen isotope record with the 
temperature component removed, so it is essentially a record of changes in the 
extent of glaciation.  Comparing that record to the Vostok atmospheric CO2 
record, it is clear there is a coupling, with low CO2 correlated with high ice 
volume.  While the easy explanation is the greenhouse/icehouse scenario (high 
CO2 traps heat and causes “greenhouse” conditions, low CO2 cools the earth 
causing “icehouse” glacial conditions), it may not be that simple.  Cause and 
effect is often difficult to determine in ancient records, particularly because of 
imprecision in dating the sediments or ice from which the records come. 

To determine atmospheric CO2 changes prior to about 1 million years 
before present (the probable limit of ice core data), a proxy is necessary.  The 
first application of the boron isotope proxy to deep time was that of (52).  This 
study analyzed boron isotopes in foraminifera (a single-celled marine calcifier) 
taken from ocean cores with sediments dating back to 21 Myr.  While this study 
was an important first step in applying this proxy, later studies revealed that 
there is a species dependent offset (see discussion on ground-truthing above and 
Figure 5) that needs to be determined for each type of foraminifer analyzed (the 
Spivack et al. study used mixed foraminifera species (52)).  Sanyal et al. 
analyzed a single species of surface-dwelling foraminifera, measuring a glacial-
interglacial offset of ~0.3 pH units, which was used to calculate the atmospheric 
pCO2 in equilibrium with that pH value (53).  The result was a pCO2 value of 
about 200 ppm, consistent with the known glacial pCO2 measured from air 
trapped in ice cores.  Subsequent studies used pH values interpreted from boron 
isotope measurements to study ancient upwelling, where low pH deep water 
comes to the surface (54, 55), and to determine pH depth profiles over the past 
16 Myr (56).  For aminifera samples were measured going back 43 and 60 Myr 
(57, 58).  However, since this spans a time much greater than the residence time 
of boron in the oceans (~16 Myr), the ocean boron isotope composition cannot 
be assumed to be constant (see discussion in (12, 13)).  Relative pH values are 
probably reliable, but absolute pH values may not be possible until we have 
determined the secular variation of the ocean boron isotope composition. 

Hönisch et al. applied all of the knowledge obtained from the ground-
truthing studies, and limited their analyses to the past two glacial cycles (Figure 
7) so that the data could be compared directly to ice core records (50).  The 
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results of this study showed an agreement between atmospheric pCO2 calculated 
from the boron isotope pH proxy and the ice core measurements to within ± 30 
ppmV.  The next step is to take the proxy further back than the ice core records, 
and a study in progress will determine atmospheric pCO2 to 1.5Ma. 

 

 
Figure 7.  (a)  Vostok ice core CO2 record reported as ppmv (part per million by 

volumbe) (9).  (b)  Ocean sediment core (G. ruber, a species of foraminifera) 
oxygen isotope record reported as the deviation in parts per thousand from the 
marine carbonate standard V-PDB (both sea-surface temperature and changes 
in the bulk seawater oxygen isotope composition affect this record) (49), and 

boron isotope based pH values reported relative to the seawater pH scale (large 
squares) (50). (c).  Continental ice volume signal from δ18O seawater reported 

as the deviation in parts per thousand from the seawater standard SMOW.  This 
record is reconstructed by removing the temperature signal from the sediment 

core record, and assuming changes in the seawater oxygen isotope composition 
are due to the storage of light oxygen in continental ice sheets (51).  (a) and (b) 

are on the Vostok gas age scale, and (c) is calendar age.  Gray bars indicate 
glacial intervals. Figure reprinted from (50) with permission from Elsevier. 
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Chapter 10 

The Evolution of Chemistry through Synthesis 
(and of Synthesis in Chemistry) 

Thomas R. Hoye* and Elena Sizova  

Department of Chemistry, University of Minnesota, 
Minneapolis, MN 55455 

Other than during the last, say, two centuries, the 
synthesis/production of new molecules has taken place nearly 
exclusively in the domain of biology. Human intervention now 
complements natural evolution as a means for creating novel 
substances. Synthetic chemists have used higher order skills to 
push the limits both of what we make as well as of how we 
construct molecular entities. In this chapter we offer some 
perspective on the evolution of synthetic organic chemistry. 
Enabling technologies and intellectual developments are 
presented, and the synthesis of natural products is used as a 
template to demonstrate the growth of the field. 
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Introduction 

The human condition today has benefited from successes in organic 
synthesis. Our food, clothing, homes, and health have been significantly 
improved by the creation of new substances based on carbon compounds. Safer 
and more effective agrichemicals, pesticides, herbicides, and food additives have 
improved our food quantity, quality (e.g., nutrition). Beneficial pharmaceutical 
agents have helped us achieve an unprecedented standard of health. Polymers 
and plastics affect our lives immensely. The more exotic materials of the nano-
age are of growing importance. Chemical synthesis enabled the development of 
nearly every one of these beneficial commodities. 

Webster’s dictionary teaches that synthesis is “The process of producing a 
chemical compound (usually by the union of simpler chemical compounds)” (1). 
Complex molecules have been (bio)synthesized in nature for billions of years. 
But the biological pressures that drive natural evolution provide no incentive to 
improve beyond whatever is needed for short-term success, as determined by 
species survival. Humans, on the other hand, through their efforts during the last 
100 years or so, have made tremendous advances, thereby turning synthesis into 
a science. This achievement enables today’s synthetic chemists–through 
activities ranging from planned, reproducible laboratory exercises to impressive 
manufacturing successes–to drive and then deliver new discoveries as never 
before. 

The field of “synthesis” is large. To make the task of summarizing its 
evolution somewhat more tractable, we have chosen to focus most of the 
discussion here on organic synthesis that is, the preparation of carbon-containing 
compounds.  

The chapter is organized as follows. Some events from “Early History” in 
the field (2) are presented where, among other things, the role of serendipity is 
evident. The “Key Enabling Factors” that have propelled the evolution of the 
field are then discussed.  Sections on “Synthesis of Pharmaceuticals and Other 
Bioactive Agents” and “Natural Product Synthesis” serve to demonstrate both 
the considerable impact and the tremendous growth of the field of organic 
synthesis.  We close with some thoughts on “The What vs. How of Synthesis.” 

Early History 

Organisms have been producing (biosynthesizing) complex organic 
compounds solely under the influence of natural forces since the beginning of 
life.  However, starting with the accidental production of urea by Wöhler in 
1828, human intervention has dramatically changed the pace and the spectrum 
of substances produced by that natural course. In the attempt to make 
ammonium cyanate (NH4OCN) (3,4) by the combining of ammonium sulfate 
and potassium cyanate, urea (Figure 1) was formed instead. That this natural 
substance could be produced in vitro challenged the commonly held views of 
Vitalism, which attributed organic substances with a unique force. Berzelius, for 
example “asserted that a peculiar vital force intervenes in the formation of 
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organic compounds and their preparation in the laboratory can hardly be 
expected” (5). 

In 1856 Perkin made an accidental discovery during unsuccessful attempts 
to synthesize the drug quinine. He obtained instead dark tars, one group of 
which was produced from the coal-tar component aniline. These substances 
(mauveines A-C, Figure 1) were found to be an excellent purple dye, which 
Perkin named mauve, and which he proceeded to manufacture (6). Commercial 
incentive inspired the efforts of others in the area of dye synthesis. The red 
pigment alizarin was produced from anthraquinone in 1869 (Figure 1, (7,8)). 
Indigo was prepared in 1878 by Baeyer (9) in six steps via isatin (Figure 1, (10)) 
and later, in 1890, from aniline via oxindole in three steps by Heumann (11). 

N+

N

H2N

Me

N
H

Me
R1

R2

mauveines A-C    R1, R2 = H, Me
1856

H2N NH2

O

 urea
1828

O

O

OH

OH

alizarin
1869

N
H

H
N

O

O

indigo
1878  

Figure 1. Synthetic chemistry accomplishments of the 19th century. 

There are a number of examples of accidental discoveries that have had a 
major impact on polymer synthesis or derivatization. These include the 
Goodyear vulcanization of rubber (1840, (12)), an observation of Chardonnet 
that led to the discovery of rayon (1878, (13)), and the Dupont discoveries of  
the conversion of chloroprene to neoprene (1920s, (14)), the “cold drawing” 
method for making nylon (1937, ( 15 , 16 )), and of polymerization of 
tetrafluoroethylene to Teflon® (1938, (17)).   

Arguably, the first planned synthesis and, seemingly, the first use of the 
term synthesis in the sense that it is now employed is associated with Kolbe’s 
multistep preparation of acetic acid (the active component of vinegar) from 
carbon in 1845 (Figure 2, (18)). In addition to the historical noteworthiness of 
this work, it is interesting to speculate whether it also has served as the 
inspiration of a common exercise still espoused in the introductory organic 
chemistry classroom.  Many a novice chemist will recall being asked to provide 
a synthesis of target X starting from earth (C, Fe, S), air (O2, H2, Cl2), fire (Δ), 
and water (H2O)–or at least the moral equivalent. 

FeS2
(Pyrite)

C

Cl2

H2

O2

Fe0

CS2

2 CCl4
Cl

ClCl

Cl

Cl3CCO2H

H2
HCl

CH3CO2H

H2O

Cl2

 
Figure 2.  Kolbe’s synthesis of acetic acid. 
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Key Enabling Factors 

As has been noted elsewhere ( 19 ), various factors have played a key 
enabling role in the evolution of organic synthesis: 1) the development of 
spectroscopic (and other physical) methods for structural analysis; 2) the use of 
chromatographic methods of analysis and separation; 3) the delineation of 
structural limitations of organic compounds, particularly from the viewpoint of 
energetics; 4) the elucidation of the mechanisms of organic reactions; 5) the 
development of conformational analysis and its application to ground state and 
transition state structures;  and 6) the need to discover new synthetic 
methodologies, often based on the development of new reagents and catalysts.  
This evolution has been bidirectional; most of these factors were themselves 
synergistically advanced by the synthesis of relevant  probe compounds. 

1) Spectroscopy 

Prior to the era of spectroscopy, combustion analysis (20) (to establish 
molecular composition) and melting (or boiling) point characteristics (both of 
the substances themselves and, often, of covalent derivatives) were the 
mainstays of characterization of new compounds.  The advent of various 
spectroscopic tools then greatly enabled the structure determination of new 
chemical substances. Widespread adoption of ultraviolet (UV, 1940s), infrared 
(IR, 1950s), and most significant of all, nuclear magnetic resonance (NMR, 
1950s (21)) spectroscopies had a huge impact on the field.  The advents of 
Fourier-transform (FT) methods  and various two-dimensional correlation 
spectroscopies, routinely used today, came into play in the 1970s (22). 

Similarly, mass spectrometry (MS) has had a dramatic impact, and is, 
arguably, the tool that continues to see the greatest pace of technological 
development.  From its earliest days ( 23 ) the ‘mass-spec’ experiment has 
evolved from a substantial technological challenge to one that now can be 
almost trivial.  One particularly important development that spurred this growth 
was the implementation of new ionization techniques (24), most notably that of 
electrospray ionization, which permits sample introduction at atmospheric 
pressure (25).  The large number of instruments today that provide “walk-up” 
access to mass data, literally, at moments notice, even for the novice user attests 
to these advances as well as to the immense value of this tool. 

2) Chromatography 

Chromatographic separation technologies, in both the gas and liquid phases, 
have had a large impact on the science of synthesis.  These are used in both 
analytical and preparative modes.  The ability to isolate pure substances from  
multicomponent composites (e.g., from crude reaction product mixtures) by 
methods other than classical recrystallization or distillation techniques greatly 
enhanced the types of research studies that can now be undertaken.  It is safe to 
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say that virtually none of today’s research projects involving organic synthesis 
could be undertaken in the absence of these chromatographic methods.   

Instruments for carrying out gas chromatography (GC), originally called 
gas-liquid chromatography (GLC) by its earlier developer Archer J. P. Martin 
(26) were first commercialized in the 1950s.  Packed column technologies, 
which supported both analytical and preparative experiments, gave way to the 
use of capillary columns, which dominate the field today.  While the latter 
generally give far more efficient separations because of their higher plate counts, 
an irony is that their low load capacity means that preparative GC protocols 
have largely disappeared from the modern lexicon of organic chemistry. 

Martin was also largely responsible for the introduction of silica gel as a 
stationary phase for liquid partition chromatography (and of paper 
chromatography, which had a large impact on separations of biologicals).  The 
popular introduction of reversed-phase supports in the 1970s launched their 
ascension to the place of dominance that they now enjoy, at least with respect to 
applications in HPLC analysis. To this day, however, normal phase separations 
on silica gel is the predominant method for preparative separations in synthetic 
chemistry laboratories. The complementary analytical tool of thin-layer 
chromatography (TLC), most commonly done on silica gel supports, was 
introduced by Stahl in the mid-1950s (27).  Some sense of the importance of 
these techniques is revealed by the fact that the publication by W. Clark Still in 
1978 first describing ‘flash chromatography’ (28) has been cited over 7500 
times and is taught, in one form or another, to every practitioner of organic 
synthesis.   

While not a mainstay of ‘small molecule’ synthetic chemistry studies, the 
techniques of ion exchange and, especially, size exclusion (e.g., gel permeation) 
chromatographies have greatly impacted the analysis and purification of 
polymeric and biological samples.  

The robust nature of some of these chromatographic techniques has allowed 
them to be used in tandem with some spectroscopic methods, especially mass 
spectrometry. This has given rise to the now routine hyphenated techniques of 
GC-MS and LC-MS. The fact that it is not uncommon for modern organic 
synthesis laboratories to have an LC-MS instrument per every 8-12 bench 
chemists attests to the power and nearly indispensable value of the technique.   

As a final aside, we note that technological advances, even when they 
address a somewhat mundane operation, can have considerable practical impact.  
In this vein, it is interesting to note the 1950 paper “Versatile Laboratory 
Concentration Device” (a.k.a. rotary evaporator), consisting of one Figure and 
two paragraphs (29), and the 1944 patent “Magnetic Stirrer” (30). 

3) Structure 

The power of synthetic chemistry has enabled chemists to address 
fundamental questions of structure (and mechanism, see below). A notable early 
example is the first synthesis and resolution of a chiral compound containing 
only one carbon atom (chloroiodomethane sulfonic acid), which was reported in 
1914 (Pope, (31 )). Prior to that many were of the opinion that molecules 
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comprising optically active samples needed to contain a skeleton with at least 
two carbon atoms. Subsequent studies, some represented by the structures in 
Figure 3, addressed questions of structural feasibility through the synthesis of  

 

cubane
1964

[1.1.1]propellane
1982

anti-Bredt alkenes
[4.1.0]hept-1-ene

1972

Me

Me

Me

Me

trans-cycloalkenes
E-cyclooctene (n=4)

1953

cycloalkynes
cyclooctyne (n=4)

1973

twistene
1969

N

bridgehead amides
1-azabicyclo[2.2.2]-octan-2-one

1965

(CH2)n

(CH2)n

OMe

Me

Me Me

trans-fused
cyclopropanes

1972, 1983

H

H

O

 
Figure 3. Molecules synthesized to address questions of strain. 

so-called “theoretical” (a.k.a. non-natural) molecules.  Examples (Figure 3) of 
these non-conventional targets include compounds that have allowed chemists to 
probe questions of strain, like trans-cycloalkenes (Cope, (32)), cubane (Eaton, 
(33)), bridgehead amides (e.g., azabicyclo[2.2.2]octan-2-one, Pracejus, (34) and 
2-quinuclidone, Stoltz, (35)), twisted/nonplanar alkenes (e.g., twistene, Tichy, 
(36)), “anti-Bredt” bridgehead olefins (bicyclo[3.3.1]non-1-ene, Marshall, (37); 
Wiseman ( 38 ); bicyclo[n.1.0]alk-1-enes, Köbrich, ( 39 )), cycloalkynes 
(Blomquist, (40)), [1.1.1]propellane (Wiberg, (41)), and trans-fused bicyclic 
compounds (Paukstelis, (42); Gassman, (43)).  

Aspects of electronic theory like aromaticity (Figure 4) (and studies of 
orbital symmetry control, see later) have been probed through the synthesis of 
molecules like cyclobutadiene ( 44 , 45 ), bridged annulenes ( 46 ), the 
cyclopropenium cation (47), and the cyclooctadiene dianion (48).  
 

2 -

cyclooctadiene 
dianion
1960

1,6-methano[10]-
annulene

 1965

cyclobutadiene

1965, 1973

H

H H

+

cyclopropenyl
 cation 
1967  

Figure 4. Molecules synthesized to address questions of aromaticity. 

Synthesis has enabled chemists to explore new topological space, as 
represented in Figure 5 by the catenanes (49), rotaxanes (50), and molecules 
with a Möbius topology (51).  
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HO

HO O

O

O

O O

O O

O

O

O O

O O

O

O

O OTs

OTs

+

NaH

DMF

O

OH

D

D

a catenane, 1960

O

O

HO

O

D D
D

29

29
25

33

Ph

Ph
Ph

Ph

Ph
Ph

a molecular Möbius strip, 1982

a rotaxane, 1967

 
Figure 5. Molecules synthesized to address questions of unusual topology. 

Many discoveries in synthesis have their own anecdotal histories, one of 
which—the first synthesis of an organometallic metallocene, ferrocene—is 
mentioned here.  In 1951, the newly appointed Assistant Professor Peter L. 
Pauson, working with an undergraduate student, Thomas J. Kealy, attempted to 
oxidatively couple cyclopentadienyl magnesium bromide with ferric chloride 
(52,53). The goal was to prepare fulvalene to test the then recent proposal (54) 
that it would display aromatic character.  Instead, a very stable orange solid was 
produced, which proved to be the famous ferrocene, about whose structure 
determination much has been written (Figure 6, (55,56,57)). 
 

MgBr
FeCl3

Fe

FeCl3

ferrocene
fullvalene

(dicyclopentadienylidene)

vs.

H

Fe

H

 
Figure 6. Unintended synthesis of ferrocene. 

4) Mechanism 

Mechanistic understanding is a fundamental underpinning of organic 
chemistry. Mechanism and synthesis have always benefited from their symbiotic 
relationship. Mechanistic reasoning empowers researchers as they conceive and 
plan new objectives in synthesis.  

Sir Robert Robinson played an early central role in the development of  the 
electronic theory of organic chemistry (58). For example, he was the first to use 
the now commonplace curly arrow to imply the reorganization of electron 
density during the course of a chemical reaction ( 59 ). The construct of  
stereoelectronic control (which, in its most literal sense, explains all chemical 
reactions) underpins many concepts now in the lexicon of mechanistic and 
synthetic organic chemistry. These include: the Hammond postulate, the Curtin-
Hammett Principle,  the Markovnikov rule (for additions to alkenes), the 
Thorpe-Ingold effect (on rates of cyclization), the Bürgi-Dunitz approach 
trajectory, Cram/Cornforth/Felkin-Ahn controlled additions (to chiral ketones 
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and aldehydes), the Zimmerman-Traxler transition state model (for aldol 
addition reactions), and  Baldwin’s rules (for ring closure). 

Likewise, reliance on the power of synthesis has allowed chemists to 
conceive experiments that address crucial mechanistic questions and to then 
prepare compounds for the execution of those studies.  One early and most 
notable example is the optically active 2-iodooctane that Hughes et al. used in 
elegant work to establish that the SN2 reaction proceeds with inversion of 
configuration (Figure 7, (60)). Other examples are the bicyclo[2.2.1]heptanyl 
and –enyl tosylates used in solvolysis studies by Saul Winstein that advanced 
the principle of neighboring group participation (Figure 8, (61)) and the E- and 
Z-hexadeutero-2,3-dimethyl-2-butenes with which L. M. Stephenson established 
the intermediacy of the zwitterionic perepoxide X in the net ene reaction of 
alkenes with singlet oxygen (Figure 9, (62)).   
 

Me I

.      nC6H13

Me I

. nC6H13

Ri (rate of inversion)

Me I

.      nC6H13

Me I*

.      nC6H13
I*

(R)-2-iodooctane

Rs (rate of substitution)

Ri = Rs

(i.e., every substitution event
is accompanied by inversion)

(±)-2-iodooctane

I

 
Figure 7. Studies of the stereochemical course of the SN2 reaction. 

OTs

AcOH/ H2O
knonbornenyl

knonbornanyl

= ca. 1011

OH

 
Figure 8. Studies of neighboring group participation and proximity 

acceleration. 

R4

CH3 CD3

CD3 CH3

CH3 CD3

CH3 CD3

O2
1

X

O

R1 R2
R3

O

CH3
CD3

D2C CH3

OODCH3
CD3

H2C CD3

OOH

+

kH/kD = 1.04-1.09
(from Z)

kH/kD = 1.38-1.41
(from E)

Z

E

 
Figure 9. Studies of the mechanism of the singlet oxygen ene-reaction.  

Bullvalene (Figure 10) is a molecule that was predicted to undergo rapid 
degenerate Cope rearrangement (63). This hypothesis was only testable once the 
synthesis of bullvalene had been achieved (64). “At 100 °C the NMR-spectrum 
of bullvalene exhibits a most remarkable property, viz. only one sharp resonance 
τ = 5.8. On cooling, this band broadens. At -25 °C, two bands are apparent, one 
centered at τ = 4.0 with relative area 6, the other centered at τ = 7.9 with a 
relative area of 4.” Semibullvalene has analogous properties (65).  
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bullvalene

etc.

etc.

semibullvalene  
Figure 10. Studies of facile degenerate rearrangements. 

Finally, certain theories and rules have evolved both to explain and predict 
various reaction outcomes.  These have often benefited, again in synergistic and 
iterative fashion, from the synthesis of specific compounds designed to further 
test and delineate the growing theory.  Frontier molecular orbital (perturbation) 
theory (66,67,68) and the theory of conservation of orbital symmetry (69,70)–
the Woodward-Hoffman rules–are two examples that contribute substantially to 
the foundation of modern mechanistic thinking (71,72). The octatrienes shown 
in Figure 11 are just one (of many) example(s) of such probe molecules, used in 
this case to validate the rules for electrocyclic cyclization reactions (73).  
 

Me

Me

heat
Me

Me

Me

Me

heat
Me

Me

 
Figure 11. Octatrienes used to support electrocyclic cyclization rules. 

5) Conformational analysis 

Ideas about molecular geometry can be traced to the earliest of fundamental 
theories about structure and bonding in organic compounds (e.g., van’t Hoff  
(74,75) and Baeyer (9,76)).  However, the great importance of the analysis of 
conformation—the different geometries that a molecule can adopt simply by 
rotation about bonds—is a more recent development. Many would say this 
growth started with the analysis of cyclohexyl ring systems by Sir Derek H. R. 
Barton and Odd Hassel (77) (e.g., Figure 12, panel a (78)).  Newer yet, concepts 
such as anomeric stabilization (which govern reactions like the equilibrium 
shown in panel b of Figure 12), stereoelectronic effects (which explain 
geometry-based differences in reactivity, such as the faster hydrolysis of the cis-
fused acetal in panel b (79)), and allylic strain (which, e.g., allows prediction of 
the preferred side (face) of approach by reagents to a simple chiral alkene like 
the one shown in panel c (80,81)) are invaluable for the understanding and 
planning of modern synthetic chemistry research. 
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conformations of 
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strain effect
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H

a b c

H+

(cat.)

 
Figure 12. Examples of important concepts in conformational analysis. 

6) Synthetic Methodologies: Often via New Reagents and Catalysts 

Synthetic methods are processes having sufficient generality and efficiency 
that they can be reliably used in synthesis.  The literature is replete with 
examples, from esoteric to highly general in applicability and from robust to 
finicky in their implementation.  We let Nobel citations guide our choice of 
those to mention here. 

 The examples shown in Figure 13 involve the use of stoichiometric 
reagents:  

 
• 1912, Victor Grignard "for the discovery of the so-called Grignard reagent"  
• 1947, Sir Robert Robinson, developer of the Robinson annulation reaction, 

"for his investigations on plant products of biological importance, especially 
the alkaloids."  

• 1950, Otto Diels and Kurt Alder “for their discovery and development of 
the diene synthesis."  

• 1979, Herbert C. Brown and Georg Wittig "for their development of the use 
of boron- and phosphorus-containing compounds, respectively, into 
important reagents in organic synthesis."  

• 1984 Bruce Merrifield "for his development of methodology for chemical 
synthesis on a solid matrix" (82).  

• 1990, Elias J. Corey "for his development of the theory and methodology of 
organic synthesis" (silyl ether protecting group strategies are one example 
(83). 
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Figure 13. Examples of Nobel synthetic methodologies.  

The examples shown in Figure 14 are methods based on the use of metal-
containing catalysts:  

 
• 1912, Paul Sabatier "for his method of hydrogenating organic compounds in 

the presence of finely disintegrated metals."  
• 2001, William S. Knowles, Ryoji Noyori "for their work on chirally 

catalyzed hydrogenation reactions” and K. Barry Sharpless "for his work on 
chirally catalyzed oxidation reactions."  

• 2005, Yves Chauvin, Robert H. Grubbs, and Richard R. Schrock "for the 
development of the metathesis method in organic synthesis.”   
 
Methods for asymmetric catalysis are additionally valuable because of the 

requirement that chiral pharmaceutical agents be sold in enantiomerically pure 
form. 
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Figure 14. Examples of Nobel metal-catalyzed synthetic methodologies. 

As with the ferrocene synthesis mentioned earlier, anecdotal accounts often 
reveal a human component that adds to the intrigue of discovery. The so-called 
Huang Minlon modification of the Wolff-Kishner method for reduction of 
ketones to alkanes (as recounted to one of the authors by Mary Fieser) is no 
exception. In the late 1940s Huang Minlon, working in the laboratory of 
Professor Louis F. Fieser at Harvard University, was exploring a Wolff-Kishner 
reduction that required an extended reflux period of several days. Huang decided 
to take an out of town trip for the weekend. Upon his return, he noted that the 
condenser and reaction flask had separated but, importantly, that the experiment 
had produced a substantially higher yield than in earlier attempts. He speculated 
that loss of water and excess hydrazine had, in effect, allowed the reaction 
mixture to reach a substantially higher temperature, thereby facilitating the rate-
limiting breakdown of the hydrazone intermediate (Figure 15). Subsequent 
experiments quickly supported that hypothesis, leading to a protocol in which 
ethyleneglycol (bp, 197 °C) was used as the reaction solvent, the temperature of 
the reaction vessel was raised to ca. 195 °C, and the water and excess hydrazine 
were intentionally removed by distillation (84). The rest is history. 

O

PhO

NH2NH2•H2O
KOH

ethylene glycol 
100 -195 °C

CO2H

NNH2

PhO CO2H PhO CO2H

hydrazone 90% yield  
Figure 15. Huang-Minlon modification of the Wolff-Kishner reduction. 
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Synthesis of Pharmaceuticals and Other Bioactive Agents 

Synthesis has enabled, for better or worse, the production of compounds 
capable of producing powerful biological responses in living organisms.  Early 
on, these were usually natural compounds or derivatives thereof.  Notable 
examples are the myriad of folkloric agents, the β-lactam antibiotics (e.g., 
cephams and penams), steroid hormones, and paclitaxel (see below).   

Perhaps it was inevitable, but synthesis has also empowered those with 
unprincipled motivations. Illicit drugs, agents for biological weaponry, and 
designer steroids, although different in the magnitude and focus of their impact, 
all serve to human detriment (Figure 16).  

NHMe

Me

methamphetamine

NHMe

Me

O

O

ecstasy

Cl
S

Cl

mustard gas

Me
P

O

O

F
Me

Me

sarin

OH

H

O

Me

Me

H

tetrahydrogestrinone (THG)

 
Figure 16. Examples of sinister agents accessible by chemical synthesis. 

From a brighter perspective, synthetic chemistry also has provided access to 
a large number of beneficial medicinal agents.  The majority of these regulated 
pharmaceuticals that have been brought to market during the era of modern 
medicines are non-natural products.  All have been (or are) synthesized. The 
earliest examples of such drugs are the anti-syphilitic/anti-trypanosomiasitic 
agent arsphenamine (trade named Salvarsan) (85) discovered in 1910 by Ehrlich 
and the broad spectrum antibiotic named Prontosil, the prodrug precursor to 
sulfanilamide, developed at Bayer Laboratories in the 1930s (Figure 17). 

As

As As

As
As

H2N

HO

NH2

OH

NH2

OH

OHH2NHO

H2N

As

As As

OH

NH2

OHHO

H2N

NH2

+

Salvarsan, 1910

H2N N N

H2N

SO2NH2

Prontosil, 1931  
Figure 17. Early examples of synthetic pharmaceutical agents. 

The drug paclitaxel (Taxol®, Figure 18) posed a different kind of challenge 
for synthetic chemistry.  This natural product possesses many beneficial anti-
cancer properties, but the compound can only be isolated from the bark of the 
Pacific Yew tree.  This slow growing plant must be sacrificed to harvest its 
paclitaxel.  It was clear that demand could not be met if this were the only 
source.  While an economically viable total synthesis of this complex structure 
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has not yet been achieved, it was discovered that a related compound, 10-
deacetylbaccatin III, can be isolated from a renewable source, the needles of a 
related European Yew (Taxus baccata).  Synthetic chemists in the laboratory of 
Robert A. Holton established that paclitaxel could be synthesized on a 
production scale via a semisynthetic route (86). 

Me
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HO
BzO AcO

HO

10-deacetylbaccatin III

Me

O
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HO
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Ph

O

paclitaxel (Taxol®)

N
Ph

O
O

Ph O
Me

Me
OMe

protect/
deprotect

deprotect

acetylation

acylate

four
steps

 
Figure 18. Route for the large-scale production of the anticancer drug Taxol®. 

Natural Product Synthesis 

Some Milestone Accomplishments 

Natural product structures have inspired synthetic chemists from the onset 
of activities that comprise the discipline of organic synthesis.  The origin of 
many innovative developments in the field can be traced to problems and 
challenges raised by the molecules of nature and to the thoughts and 
experiments that ensued in the course of meeting those challenges. 

Urea and acetic acid notwithstanding (see above), the era of natural product 
synthesis began roughly near the start of the 20th century. Among the most 
noteworthy early accomplishments are the syntheses of the targets shown in 
Figure 19 (glucose, E. Fischer (87,88); camphor, Komppa (89) and Perkin (90); 
α-terpineol, Perkin (91 ); tropinone, Robinson (92 ,93 ); haemin, H. Fischer 
(94,95); equilenin, Bachmann (96); and quinine, Rabe (97) and Woodward 
(98,99,100,101)). 
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Figure 19. Natural product targets from the early 20th century. 
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As reflected by the structures in Figure 20, the pace of synthesis of 
molecules of greater structural complexity and/or biological  importance 
increased in the post-war efforts of the 1950s.  These targets include cortisone 
(Woodward (102)), morphine (Gates (103)), cedrene (Stork (104)), reserpine 
(Woodward (105)), and penicillin V (Sheehan (106)). 
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Figure 20. Natural product targets from the 1950s. 

Total syntheses of yet more complex structures (benefiting, no doubt, to an 
ever increasing extent from the logic and formalism of retrosynthetic analysis 
(19)) served to demonstrate both the growing level of sophistication of the 
discipline as well as the remarkable abilities–both intellectual and experimental–
of its practitioners.  These include (Figure 21) molecules like vitamin B12 
(Woodward and Eschenmoser (107,108,109,110 )), erythronolide B (Corey, 
1978, (111,112)), dodecahedrane (Paquette, 1982, (113,114,115)), and palytoxin 
(Kishi, 1994, (116,117,118,119)).  The last of these emphasizes, in a most 
dramatic fashion, a time-honored role (cf. glucose (88)) that synthesis has 
played in the field of natural products chemistry–namely as an irrefutable proof 
of structure.  Especially important is the incisive role that synthesis continues to 
play in the correction of erroneously reported natural product structures, as 
demonstrated by the recent examples of hexacyclinol (“Occasionally, blatantly 
wrong science is published (120), and to the credit of synthetic chemistry, the 
corrections usually come quickly and cleanly (121,122)” E. J. Corey in (123)), 
neopeltolide (124,125) and palmerolide (126,127). 

Biomimetic Synthesis  

Natural product structures often elicit biomimetic reasoning that leads to 
mechanistic hypotheses for new reaction processes. Two notable examples of 
syntheses that capitalized on such thinking are the progesterone (128 ) and 
homosecodaphniphyllate (129) syntheses highlighted in Figure 22. The cation-
olefin cyclization used by William S. Johnson drew its inspiration from the 
Stork-Eschenmoser hypothesis (130,131,132) for enzymatic squalene 
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Figure 21. Examples of synthesized molecules having high structural 

complexity. 

cyclization in the biosynthesis of steroids. Clayton H. Heathcock established the 
entire structural framework of the alkaloid via a one-pot cascade of sequential 
cyclizations. 
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Figure 22. Examples of biomimetic syntheses. 

The field of natural product synthesis remains vibrant.  Objective evidence 
can be seen in Table I, in which the number of journal articles containing the 
words “total synthesis” in the publication title are listed by decade.   

Table I. Number of Publications with “Total Synthesis” in the Title. 

Decade All 
Journalsa 

ACS 
Journalsb 

Decade All 
Journalsa 

ACS 
Journalsb 

1901-1910 5 0 1951-1960 325 91 
1911-1920 6 0 1961-1970 1198 224 
1921-1930 5 0 1971-1980 2835 468 
1931-1940 40 5 1981-1990 6148 880 
1941-1950 85 15 1991-2000 6380 1190 
  2001-March 2008 5520 1364  
aFrom a SciFinder search.  bFrom an Advanced Article Search at ACS Publications. 

 
As leading practitioners Professors K. C. Nicolaou and Erik J. Sorensen 

have stated, the science of natural product synthesis continues to be motivated, 
in part, “by the need to improve our ability to synthesize organic molecules in 
more efficient and economical ways (e.g., through green ( 133 ) or atom 
economical (134) chemistries (often catalytic)) … these driving forces are likely 
to persist for some time to come” (135). 

The ‘What vs. How’ of Synthesis 

We close with some thoughts about the current state of affairs in the field of 
synthesis.  The  primary driver today of why synthesis is performed falls largely 
into one of two camps.  Either the significance lies in ‘what’ is being made or in 
‘how’ the target is being made.  There is very little overlap, which, it seems to 
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us, is both understandable and as it should be.  Neither type of endeavor is more 
important or loftier than the other–the two are just different.   

Projects that are motivated by ‘what’, are very often done in a collaborative, 
multidisciplinary, or team setting.  The overall objective typically is to produce a 
new chemical entity with a certain property or function.  This often requires 
synthesis both at the outset as well as iteratively throughout the course of the 
overall study.  The choice of target for each subsequent round of synthesis is 
often informed by feedback arising from a measured function or property of the 
product of the previous round.  This approach is very common in medicinal 
chemistry laboratories in the course of drug discovery projects as well as in the 
production of new materials comprised of, e.g., synthetic polymers.  Obviously, 
synthesis can drive many additional types of studies in the fields of mechanistic 
chemistry (see above), catalysis (e.g., ligand synthesis or metal complex 
synthesis), medicine (e.g., imaging agents), or biology (e.g., molecular probes or 
cell cycle  regulation agents).  In every case, if the synthetic chemist cannot put 
the ‘what’ into a bottle or vial, the collaborator has nothing to study.  An 
important consequence is that the choice of synthesis plan in these settings is 
nearly always governed by practicality; a corollary is that highly innovative 
(and, necessarily, more risky) approaches are rarely the most prudent. 

In contrast, projects that are driven by ‘how’ the target is made need not be, 
and, in our opinion, should not be bound by ‘what’ is being made.  This provides 
more ‘target structure space’ within which to innovate.  Highly creative thinking 
is, by definition, a rare commodity, so why artificially impose constraints of 
subsets of targets?  Like it or not, the outcomes of creative ideas and of the 
experiments they precipitate are then judged on a ‘wish I had thought of that’ 
basis, in much the same way as the output from performers (‘wish I could do 
that’) and artists (‘wish I had done that’) are appreciated.  As said above, neither 
of the what- vs. how-driven synthesis activity is inherently superior or more 
significant–the two are just different. 

 Conclusion 

 Professor Barry M. Trost has provided useful definitions of various kinds of 
selectivity that apply to nearly all chemical transformations (136).  The ideal 
reaction is perfectly chemoselective (“performs a wanted structural change and 
none other”), regioselective (“orients the reacting partners in correct fashion”), 
diastereoselective (“creates the correct orientations of the various parts of the 
molecule with respect to each other”), and enantioselective (“enables the 
formation of a molecule of one-handedness or a mirror image isomer”).  None 
yet meets all of these goals. Considerable challenges and opportunities remain 
for practitioners of synthesis.  
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Chapter 11 

The Role of Evolution in the Discovery of New 
Drugs and Chemicals 
S. R. Rajski1 and Ben Shen1,2,* 

1Division of Pharmaceutical Sciences, University of Wisconsin National 
Cooperative Drug Discovery Group, School of Pharmacy, University of 

Wisconsin-Madison, 777 Highland Ave. , Madison, Wisconsin 53705-2222.  
2Department of Chemistry, University of Wisconsin-Madison, Madison, 

Wisconsin, 53706-1322. 

Evolution favors organisms capable of generating and 
retaining chemical diversity at low cellular cost. We present 
here three examples of diversity-oriented biosynthetic 
pathways that, taken together, represent a snapshot of 
biosynthetic evolution; (i) the evolving  mechanisms and 
structures of polyketide sythetases (PKS) as reflected by the 
enediyne PKSE; (ii) the predicted versus actual roles of 
SgcD/SgcG and SgcC4 in production of the enediyne natural 
product C-1027; and (iii) the production and bioactivity of the 
C-1027 analogs produced with knowledge of the C-1027 
biosynthetic machinery. 
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What does the study and exploitation of natural products biosynthesis tell us 
about evolution?  Moreover, how is it that evolutionary concepts and 
applications now manifest themselves in the arena of biosynthetic chemistry?  
Not surprisingly, advances in microbiology and molecular biology, 
bioinformatics, genetics, analytical methods and highthroughput technologies 
have profoundly advanced the field of natural products biosynthesis.  The 
enhanced rate at which discoveries in biosynthesis are now made illustrate more 
clearly than ever how biosynthetic machineries are evolutionarily linked or 
divergent and also how the field of natural products biosynthesis is evolving.   

That genes coding for biosynthesis of natural products in bacteria are, more 
often than not, clustered within the same genomic space hastens the 
identification of complete gene clusters but does not, in and of itself, speak to 
the advantage of studying biosynthetic pathways from an evolutionary 
perspective (1).  Rather, it is the speed with which they evolve due to the short 
replication times of their microbial hosts and propensity for horizontal transfer 
between hosts that makes biosynthetic gene clusters such ideal systems to study 
evolutionarily (1,2).  Moreover, biosynthetic clusters produce quantifiable 
phenotypic readouts in the form of small, rigorously characterizable molecules.  
Biosynthetic pathways for many small molecules are understood in sufficient 
detail such that the role of each gene in producing a given molecule can usually 
be assigned; this level of understanding is attributable to the evolution of 
bioinformatics.  More telling from the standpoint of enzyme evolution and by 
inference, natural products evolution, are those instances in which enzymatic 
activities differ from those predicted on the basis of  bioinformatics.  Small, but 
easily detectable differences among natural products can thus serve as a beacon 
for discovery of new enzymatic activities that translate directly into an enhanced 
appreciation for enzyme evolution. 

The evolution of secondary metabolism has been postulated to favor 
organisms that generate and retain chemical diversity at a low cost to the cell's 
metabolic machinery and without posing a threat of toxicity (3,4). In line with 
this rationale, organisms that make and "screen" a large number of metabolites 
will have an increased likelihood of enhanced fitness simply because the greater 
the chemical diversity, the greater the chances of producing the rare chemical 
with a useful, potent biological activity (3,4). There is, presumably, no reason 
that host toxins are produced, or if they are, the host organism co-evolves in 
parallel, resistance mechanisms to prevent deleterious effects.  Originally coined 
the "screening" model of secondary metabolite biosynthesis, these tenets may 
best be described as a "diversity-based" module to emphasize the nature of the 
biosynthetic pathways rather than the way in which their products are used. 
Several features of natural product biosynthesis support the diversity-based 
model, especially the large number of natural products with no known activity 
(or at least no known potent activity), the tendency of natural product pathways 
to produce a suite of molecules, and the widespread use of branched and matrix 
biosynthetic pathways to share metabolic and genetic costs.  Exemplary in this 
respect is the biosynthesis of the enediyne family of antibiotics some of which 
are known to display potent bioactivity. 

The enediynes are characterized structurally by an enediyne core unit 
possessing two acetylenic groups conjugated to a double bond or incipient 
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double bond within a 9- or 10-membered ring (Figure 1). To date, at least six 
10-membered enediynes (Figure 1a)  and five different 9-membered enediynes 
(Figure 1b) have been characterized (5-7).  In general, these substances contain 
three distinct structural elements: a DNA recognition unit serving to deliver the 
metabolite to its target DNA; an activation motif, which, upon triggering, 
induces cycloaromatization of the enediyne moiety; and the enediyne itself 
which cycloaromatizes to a highly reactive diradical species and, in the presence 
of DNA, results in oxidative strand scission via H-atom abstraction from the 
deoxyribose backbone (6,8). 

Cycloaromatization is most often triggered either in a nucleophilic manifold 
(9,10) as is known for neocarzinostatin (Figure 2a) or via a strain-induced motif 
wherein relaxation of molecular strain is afforded by enediyne cyclization 
(5,11,12) (Figure 2b).  Reaction of diradicals resulting from either activation 
motif with the sugar phosphate backbone of DNA affords carbon-centered 
radicals, which upon reaction with molecular O2, produces highly labile lesions 
that segue into double stranded breaks (DSBs) (Figure 2).  In addition to the 
structurally characterized enediynes, the enediyne scaffold has been proposed to 
play a role in the biosynthesis of the sporolides and cyanosporasides (Figure 1c) 
on the basis of biosynthetic gene cluster characterization and specific similarities 
to gene clusters associated with bona fide enediyne natural products (13,14). 

A member of the 9-membered enediyne class, C-1027 is one of the most 
cytotoxic natural products ever discovered and, like its relatives 
neocarzinostatin, maduropeptin, and kedarcidin, is isolated as a chromoprotein 
complex (5,6). Isolated from Streptomyces globisporus as a noncovalent 
apoprotein (CagA)-chromophore complex, the C-1027 chromophore consists of 
an enediyne core, a deoxy amino sugar, a β-amino acid, (circled in Figure 1b) 
and a benzoxazolinate moiety (boxed in Figure 1b). The enediyne core induces 
double-stranded DNA breaks upon cycloaromatization while the other moieties 
are critical in enhancing bioactivity. This is most clearly the case with the 
benzoxazolinate moiety, which specifically binds to CagA, hence providing 
stability to the enediyne core, and is essential for both binding and intercalating 
the minor groove of DNA. Our efforts to understand C-1027 biosynthesis 
continue to shed light on the impact of evolution upon drug discovery and the 
unveiling of new chemical entities from natural sources. Herein, we discuss 
three topics related to C-1027 that illuminate the role of evolution in this 
compound's biosynthesis and development. Specifically, (i) the evolving  
mechanisms and structures of polyketide sythases (PKS) as reflected by the 
enediyne PKSE, (ii) the predicted versus actual roles of SgcD/SgcG and SgcC4 
in production of the C-1027 benzoxazolinate and β-amino acid components, 
respectively, and (iii) the production and bioactivity of  non-natural C-1027 
analogs produced with knowledge of the C-1027 biosynthetic machinery are 
highlighted. 
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Figure 1.  Naturally occurring enediynes and natural products for which 
enediynes have been proposed as biosynthetic intermediates. (a) The 10-

membered family includes calicheamicin, dynemicin, esperamicin, shishijimicin, 
namenamicin, and uncialamycin. (b) The 9-membered enediynes include 

neocarzinostatin (NCS), C-1027, maduropeptin, kedarcidin, and N1999A2.  (c) 
Sporolides A and B and cyanosporasides A and B are all hypothesized to 

originate from enediyne precursors (bracketed) based on the presence of the 
enediyne polyketide synthase (PKSE) in the Salinaspora genome of each 

producing organism.  
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Figure 2.  Depiction of O2-dependent DNA strand cleavage induced by activated 

enediynes. (a) Mechanism of nucleophilic activation and subsequent radical 
chemistry leading to DNA strand breaks for NCS. (b) Mechanism of strain 

relaxation-triggered activation and subsequent radical chemistry leading to 
DNA strand breaks for C-1027.  

The Enediyne Polyketide Synthase (PKSE): Evolutionary 
Origins and a Means by Which to Find New Bioactive 

Enediynes 

Feeding experiments with 13C-labeled precursors established many years 
ago that both the nine- and ten-membered enediyne core structures are derived 
from eight head-to-tail acetate units (6). However, the precise construction of 
the enediyne cores using acetate remained a topic for debate as recently as six 
years ago. Whereas such core structures might be envisioned to result from de 
novo polyketide biosynthesis, the possibility also existed that both the nine- and 
ten-membered cores might result from degradation of fatty acid precursors (6). 
The latter hypothesis was fueled in large part by the fact that enediynes bear no 
structural resemblance to any other characterized polyketides. The phylogenetic 
isolation of the enediyne core biosynthetic enzymes from other known 
polyketide synthases, but potential relatedness between those enzymes 
responsible for nine- and ten-membered enediynes suggests that the enzymes 
driving enediyne biosynthesis represent unique evolutionary branch points for a 
larger class of enzymes that either have lost the ability to produce enediynes or 
that produce enediynes not yet discovered.  On this and many other counts, the 
concept of evolution explains and motivates studies in enediyne biosynthesis. 

Important insight into the biosynthetic origins for both classes of enediyne-
containing natural products was obtained upon cloning of the C-1027 
biosynthetic gene cluster (15).  Sequencing of the cluster revealed only one PKS 
gene, sgcE, whose deduced product was found to consist of five domains, four 
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of which [ketosynthase (KS), acyltransferase (AT), ketoreductase (KR), and 
dehydratase (DH)] are characteristic of previously deduced type I PKSs. The 
fifth domain, residing at the C-terminus (initially called the terminal domain, 
TD) was subsequently found to be unique to enediyne PKSs. Speculations at the 
time of cluster elucidation indicated that the region between the AT and KR 
domains might contain an acyl carrier protein (ACP) domain and that the TD 
might serve the role of a 4'-phosphopantetheinyl transferase (PPT).  We have 
recently confirmed experimentally that the TD is, in fact, a PPT domain (16). 
Notably, polyunsaturated fatty acid synthases are known to contain between 5 
and 9 ACP domains in the region between their AT and KR domains (17).  SgcE 
involvement in the biosynthesis of C-1027 was confirmed by gene inactivation 
and complementation: inactivation of the sgcE gene ablated C-1027 production 
in S. globisporus whereas its overexpression in ΔsgcE restored production of the 
natural product (5,15).  We envisioned SgcE to catalyze the assembly of a linear 
polyunsaturated intermediate from acyl-CoA precursors in an iterative process. 
The nascent intermediate could then be subsequently desaturated (by other 
enzyme activities) to furnish the two alkyne groups and cyclized to afford the 
enediyne core. The latter postulate was supported by the finding that a group of 
five to ten genes, flanking the sgcE enediyne PKS gene, is highly conserved 
among all enediyne gene clusters characterized at the time (18). These genes 
were found to encode assorted oxidoreductases or proteins of unknown 
functions that are associated only with enediyne biosynthesis, serving as 
candidates for processing the nascent linear polyketide intermediate into a cyclic 
enediyne intermediate.  Significantly, the chromosomal arrangement of these 
genes across the six characterized biosynthetic clusters known at the time 
revealed a high degree of similarity from one enediyne producer to the next 
despite the lack of absolute certainty regarding the function of each discrete 
gene (18). The chromosomal arrangements determined for the C-1027 and NCS 
biosynthetic clusters are shown in Figure 3a.  

Coinciding with our efforts to elucidate SgcE from the C-1027 cluster, 
Thorson and co-workers cloned the biosynthetic gene cluster from 
Micromonospora calichensis for the 10-membered enediyne calicheamicin (19). 
Two PKS genes, calE8 and calO5, were identified within the calicheamicin 
cluster. The calO5 gene was found to encode for a synthase associated with 
orsellinic acid production and was thus negated from involvement in enediyne 
synthesis.  However, calE8 involvement in calicheamicin biosynthesis was 
definitively established by gene inactivation experiments. Remarkably, CalE8 
was found to exhibit head-to-tail sequence homology to SgcE and also 
possessed the same domain organization of KS, AT, KR, DH and PPT observed 
in SgcE (Figure 3b) (6,18).  

The structural and functional relatedness of SgcE and CalE8 suggested a 
common polyketide pathway for the biosynthesis of both nine and ten-
membered enediynes, despite the fact that their incorporation patterns by 13C-
labeled acetate feeding experiments were distinct. The two carbons that make up 
each triple bond of neocarzinostatin and C-1027 (both nine-membered 
enediynes) are derived from intact acetate units, whereas those of calicheamicin 
are known to be derived from adjacent acetate units. Like SgcE, the CalE8 PKS 
could be envisioned to produce a nascent polyunsaturated intermediate from 
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acyl CoA precursors via an iterative process as indicated for production of 
polyketide 5 (Figure 3b) (6). Indeeed, on the basis of findings for both the C-
1027 and calicheamicin systems the general paradigm shown in Figure 3 could 
be envisioned for all enediyne producers.  Production of general intermediate 5 
by a minimal PKSE unit would provide to accessory proteins unique to either 9- 
or 10-membered enediyne producing organisms an advanced intermediate by 
which either class of compounds could be made through the agency of 6 (for 9-
membered compounds) or 7 and/or 8 (for 10-membered enediynes). It thus was 
recognized that SgcE and CalE8, represent a novel family of iterative type I 
PKSs, establishing a new paradigm for enediyne biosynthesis.  

The similarities observed for SgcE and CalE8 inspired significantly greater 
effort in the search for enediyne biosynthetic gene clusters. High-throughput 
genome-scanning methods have been used to detect and analyze gene clusters 
involved in natural product biosynthesis, and in fact, multiple genetic loci 
homologous to those of sgcE and calE8, from organisms not previously 
recognized as enediyne producers were identified (18). A set of 12 functional 
enediyne PKS genes were found dispersed among genomes of ~50 widely 
diverse organisms. NcsE, SgcE, MadE (unshaded circles, Figure 4), CalE8, 
EspE and DynE (unshaded boxes, Figure 4) were known prior to genome 
scanning of the actinomycete library. This knowledge enabled phylogenetic 
analysis of the entire set of cloned bona fide enediyne PKSs from which was 
unveiled the separation of this set into two main branches. Segregation of the 
branch coincides with the distinction of the core enediyne ring size (Figure 3b) 
(6).  The enediyne PKSs therefore must have evolved from the same ancestor, 
divergent evolution from which affords the 9- and 10-member-specific accessory 
enzymes. This divergent relationship provides a basis for a predictive model 
from which the fundamental structure of unknown enediyne cores can be 
predicted directly based on a cloned enediyne pksE gene, which in turn can be 
accessed rapidly via PCR. That only the 9-membered ring enediynes are 
associated with apoproteins (with the exception of N1999A2) also suggests a 
unique evolutionary branch point in enediyne production. 

The familial model (Figure 4) resulting from phylogenetic analysis 
suggested that five of the unknown potential enediyne PKSs were expected to 
produce 9-membered products (macE, ghaE, strE, megE, and ecoE), whereas 
the remaining seven are genotypically predictive of 10-membered core 
formation (micE, kitE, cavE, aerE, kanE, cirE, and oriE) (6). Subsequent 
fermentation efforts with a subset of eight enediyne producing candidate 
organisms (PKSEs shaded, Figure 4) followed by biochemical induction assays 
(BIAs) routinely used to assess production of DNA-damaging small molecules 
revealed that three out of the eight microorganisms housing the genetic 
machinery for PKSEs shown in Figure 4 are very likely enediyne producers 
(18). Enediyne production in Amycolatopsis orientalis (housing oriE), 
Streptomyces ghanaensis (housing ghaE), and Streptomyces citricolor (housing 
cirE) has been found to be inducible under optimized growth conditions (18). 
Additionally, two new actinomycetes in the original panel of 50 not highlighted 
in Figure 4 were implicated as likely enediyne producers on the basis of BIAs. 
The success of this study illustrates the exceptional speed and potential power of 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

D
E

L
A

W
A

R
E

 M
O

R
R

IS
 L

IB
 o

n 
Ju

ne
 2

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

1

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



212 

enediyne-producer familial classification and highlights a new direction in 
which the practices of drug discovery are evolving.  

The realization that sgcE and calE8 are not isolated examples of the 
evolution of enediyne biosynthesis was accompanied by our development and 
application of  the PCR-based approach to access the PKSEs and its associated 
accessory genes directly. For example, the enzymes MadE, DynE and EspE 
involved in the biosynthesis of maduropeptin, dynemicin and esperamicin 
respectively, have been found to share the common enediyne PKSE domain 
organization (KS, AT, ACP, KR, DH, and PPT) first observed with SgcE from 
the C-1027 cluster (6,18-20). Indeed, all PKSEs characterized to date display 
this domain organization. However, only recently has the functional assignment 
of the PPT and ACP domains as originally hypothesized for PKSE been 
experimentally supported (16). 
 

 
Figure 3.  Minimal PKSE cassettes for the C-1027 and NCS biosynthetic loci 

and a general paradigm for enediyne biosynthesis. (a) Organization of the 
enediyne gene cassettes found in the neocarzinostatin (NCS), and C-1027 loci. 
(b) Unified scheme for enediyne core biosynthesis carried out by the PKSE and 
associated accessory enzymes responsible for diverging common intermediate 5 

into either 9- or 10-membered enediyne core pathways through the agency of 
carbacycles 6, 7 or 8. PKSE domain layout indicated is highly conserved for all 

PKSEs characterized to date. 
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Figure 4. Enediyne producer familial model based on phylogenetic comparison 
of bona fide enediyne minimal PKSs.  Organisms possessing PKSEs in shaded 

circles were subjected to fermentation followed by BIA to investigate for 
putative enediyne production. PKSEs indicated with unshaded circles or boxes 

correlate to well established enediyne producing microbes.  Given in 
parentheses are GenBank accession numbers: Lechevalieria aerocolonigenes 

AerE (AAO25864); Micromonospora echinospora CalE8 (AAM94794); 
Streptomyces cavourensis subsp. washingtonensis CavE (AAO25858); 

Streptomyces citricolor CirE (AAO25874); Micromonospora chersina DynE 
(AAN79725); Streptomyces sp. 100/Eco52 EcoE (AAO25879); Actinomadura 

verrucosospora EspE (AY267372); Streptomyces ghanaensis GhaE 
(AAO25844); Streptomyces kaniharaensis KanE (AAO25869); Kitasatospora 
sp. CECT 4991 KitE (AAO25848); Streptomyces macromomyceticus MacE 
(AAO25894); Actinomadura madurae MadE (AY271660); Micromonospora 

megalomicea subsp. nigra MegE (AAO25852); Micromonospora sp. 046/Eco11 
MicE (AAO25884); Streptomyces carzinostaticus NcsE (AAM78012); 

Amycolatopsis orientalis OriE (AAO25836); Streptomyces globisporus SgcE 
(AY048920); Streptomyces sp. 171/Eco105 StrE (AAO25889). 
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The first biosynthetic step leading to the enediyne core is speculated to be 
catalyzed by a new type of iterative PKSE characteristic of the enediyne family 
as suggested by the familial model resulting from phylogenetic analyses.   PKSs 
catalyze decarboxylative condensation in a fashion similar to that of fatty acid 
synthases (FASs). Both FASs and PKSs thus share homologous KS domains 
responsible for decarboxylation and condensation, and (AT) domains, 
responsible for selection and loading of an acyl CoA (CoA)-substrate to a free 
thiol of the ACP. The ACP thiol is generated posttranslationally by covalent 
tethering of the 4'-phosphopantetheine (4'-PP) component of CoA onto a 
conserved serine (Ser), and this reaction, catalyzed by all PPTs, is essential for 
PKS and FAS systems with the exception of type III PKSs (21). Unlike FASs, 
which contain a full set of KR, DH, and enoylreductase (ER) domains to reduce 
the resulting carbonyl to saturation, PKSs can have from all to none of these 

activities, resulting in a product with various levels of oxidation (16).   
Domain similarities between FASs and PKSs have long fueled the idea that 

enediynes might originate largely through the actions of FASs. Thus, unique 
characteristics of PKSEs have played a large role in accurately defining the 
origins of enediyne natural products.  As a result, we have very recently 
dissected the structure and activities of the suspected ACP and PPT domains of 
the PKSEs responsible for both C-1027 and NCS biosynthesis (16). The careful 
application of bioinformatics, gene inactivation and cross-complementation, and 
high resolution mass spectrometry have allowed a number of significant 
conclusions to be made regarding domain organization and activity of SgcE and 
NcsE.  First, it was determined that the domains between the AT and KR 
domains for both SgcE and NcsE are bona fide ACPs supporting early assertions 
that the initial steps of enediyne core biosynthesis are catalyzed by PKSE that is 
ACP-dependent; S974 and S1007 are the active site serines subjected to 
phosphopantetheinylation necessary for C-1027 and NCS biosynthesis 
respectively (Figure 5).  Secondly, the function  of the C-terminal domain 
previously denoted as TD was determined to be that of a PPTase responsible for 
attachment of the 4'-PP prosthetic group from CoA to the ACP (Figure 5); this 
was found to be the case for both C-1027 and NCS producing PKSs and is very 
likely the case for most PKSEs.  This, in particular, sets the PKSEs apart from 
all known PKSs and FASs since no other examples of "self-
phosphopantetheinylating" PKSs or FASs are known.  Thirdly, the nine-
membered enediyne PKSEs from both C-1027 and NCS clusters were found, in 
non-native producing organisms, to catalyze iterative decarboxylative 
condensation, ketoreduction, and dehydrations to afford an ACP-bound polyene 
intermediate that could be hydrolyzed by cognate thioesterase (TE) domains 
(designated either SgcE10 or NcsE10) to yield the polyene 1,3,5,7,9,11,13-
pentadecaheptaene, a logical building block for both C-1027 and NCS (Figure 
5). Finally; it was determined that the PKSE is interchangeable within the nine-
membered family of enediynes, suggesting that the biosynthesis of the nine-
membered enediyne core occurs through a common polyene intermediate that is 
subsequently decorated in each case via different post-PKS tailoring enzymes.  
These findings further confirm the molecular logic of enediyne PKSEs as being 
distinct from all known PKS and FAS paradigms (16) and no doubt shed light 
upon the evolution of enediyne natural products in addition to supporting the 
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validity of previous phylogenetic analyses that show a clear biosynthetic 
relatedness among enediyne producers.  

 

 
Figure 5. Final domain assignments of nine-membered enediyne PKSEs from C-
1027 producer S. globisporus and the NCS producer S. carzinostaticus. Active 
site serines within ACP domains are phosphopantetheinylated by PPT domain 

(in cis) followed by production of the polyene precursor to the enediyne core.  R, 
3', 5'-adenosine diphosphate. 

Recent application of PKSE data sets and the noted PCR-based strategy has 
revealed that the biosynthetic gene cluster for sporolides A and B contains two 
loci encoding PKSEs (13). Produced by Salinispora tropica, sporolides A and B 
do not contain enediynes per se (Figure 1c).  Rather, each substance contains a 
tricyclic motif that is proposed to originate biosynthetically from a transient 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

D
E

L
A

W
A

R
E

 M
O

R
R

IS
 L

IB
 o

n 
Ju

ne
 2

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

1

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



216 

enediyne, cycloaromatization of which affords the tricycle (13). Although no 
such enediyne sporolide precursor has yet been identified, the prospect that the 
PKSEs may be involved in production of natural products devoid of an enediyne 
moiety broadens the significance, not only of the PKSs themselves, but also 
their evolution from a common ancestor. Importantly, similar rationale has been 
invoked for the formation of the tricyclic core of cyanosporasides A and B (14) 
(Figure 1c).  

The Relationship of SgcD, SgcG and SgcC4 in C-1027 
Production: Emphasis on Enediyne Decorating Moieties 

Whose Function Diverges with that Predicted by 
Bioinformatics 

The benzoxazolinate moiety of C-1027 plays a vital role in both  
stabilization of the enediyne core via CagA associations as well as in the 
effective noncovalent association of C-1027 with DNA. The precursor of this 
moiety was initially proposed to be chorismate based on the uncovering of 
proteins homologous to anthranilate synthase (AS) components I and II that are 
located within the C-1027 biosynthetic gene cluster (22).  ASI, typically 
annotated as TrpE, catalyzes the first committed step in tryptophan (Trp) 
biosynthesis: the conversion of chorismate to anthranilate, whereas ASII (TrpG) 
provides the amino moiety from glutamate (Figure 6). The reaction catalyzed by 
ASI is the composite of two enzymatic steps: a reversible 1,5-substitution 
involving amine addition at C2 of chorismate with concomitant loss of the 
hydroxyl group at C4 to yield 2-amino-2-deoxyisochorismate (ADIC, 10), 
followed by irreversible pyruvate elimination to form anthranilate.  The overall 
reaction coordinate proceeds with ADIC as an enzyme bound intermediate, as 
deduced from (i) the conversion of synthetic ADIC to anthranilate, and (ii) 
transient accumulation of small amounts of ADIC from a Salmonella 
typhimirium ASI (H398M) mutant (22). 

In addition to the Trp biosynthetic pathway, chorismate is also the branch 
point for at least five other pathways found in primary and secondary 
metabolism.  The majority of these pathways are initiated by ASI homologues 
(Figure 7) (22). Two distinct chorismate-using families with no significant 
sequence homology to ASI are also known; chorismate lyase, the first enzyme in 
ubiquinone biosynthesis, and chorismate mutase (16), the first enzyme in 
phenylalanine (Phe) and Tyr biosynthesis (22).  Chorismate is therefore a 
broadly used biological starting material able to be used not only by multiple 
enzymes within one class but also by enzymes belonging to different classes.    
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Figure 6.  Biosynthetic pathway for production of tryptophan (TRP) precursor 

anthranilate from chorismate by anthranilate synthase component I (ASI). 

 
Figure 7. Metabolic pathways that use chorismate as a starting material. The 

SgcD/SgcG-dependent pathway is specific to C-1027 biosynthesis (shaded) and 
represents the newest pathway originating from chorismate. ADC, 4-amino-4-
deoxychorismate; ASI, anthranilate synthase component I; IC, isochorismate; 

SA, salicylic acid; ADIC, 2-amino-2-deoxyisochorismate; OPA, 3-
enolpyruvylanthranilate. 

SgcD and SgcG in Benzoxazolinate Biosynthesis 

 Bioinformatics revealed that SgcD is a member of the family of 
chorismate binding enzymes with closest sequence homology to ASI enzymes 
responsible for the first committed step in Trp biosynthesis (22). The sgcD gene 
was found to reside in a putative operon containing five clustered open reading 
frames (orf) previously predicted to be involved in benzoxazolinate biosynthesis 
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(15).  ASI enzymes from S. typhimirium, E. coli and Serratia marcescens were 
all found to be closely related homologs to SgcD. Moreover, structural analysis 
of S. marcescens ASI and S. typhimirium ASI revealed that active site amino 
acids involved in binding to benzoate, pyruvate, and Mg2+ and a crucial H398 
residue are all conserved in SgcD. Along with sgcD was also identified a gene 
termed sgcG which bioinformatics revealed to be most similar to the Isf family 
of iron-sulfur flavoproteins; both genes reside within the same operon and are 
separated by only one orf (22).  Although the precise function of the Isf family 
of proteins remains unclear, the closely related WrbA family, also bearing high 
sequence similarity to SgcG but lacking the iron-sulfur cluster, are well-
established NAD(P)H:quinone oxidoreductases. Thus, SgcG, upon initial 
inspection appeared responsible for executing redox chemistry involved in 
benzoxazolinate production. 

Given that two available Streptomyces genomes are each annotated with 
multiple, putative ASIs, genetic redundancy within the C-1027 producer S. 
globisporus, we reasoned, could complicate efforts to elucidate SgcD.  As such, 
we opted to directly establish the catalytic function of SgcD by characterizing 
the enzyme in vitro.  Surprisingly, and in contrast to bioinformatic prediction, 
preliminary experiments using E. coli ASI as a control revealed that SgcD was 
not an ASI.  HPLC analysis clearly showed that SgcD converts chorismate to a 
product with spectral properties identical to ADIC 10 (shaded path, Figure 7), 
previously identified as a bona fide intermediate en route to ASI by conversions 
of synthetic ADIC to anthranilate (22).  This was further substantiated by 
confirming that SgcD-prepared ADIC can be converted to anthranilate using 
recombinant E. coli ASI. This provided definitive evidence to support SgcD's 
role as an ADIC synthase despite the initial bioinformatics that pointed to SgcD 
as an ASI.  SgcD's enzymatic activity is not supported by the initial 
bioinformatics analysis and suggests SgcD as an ASI enzyme whose lyase 
activity needed for removal of the enolpyruvoyl moiety from chorismate has 
been evolutionarily lost. 

Mutagenesis experiments with S. typhimirium ASI and E. coli ADC 
synthase have hinted at the potential existence of a naturally-occurring ADIC 
synthase.  An S. typhimirium ASI (H398M) mutant was shown to transiently 
accumulate ADIC, although this mutant had <1% of the activity of the wild-type 
enzyme and produced only anthranilate during prolonged incubations (22).  
Interestingly, comparative modeling of SgcD with the S. typhimirium ASI 
structure suggests SgcD is indeed an ASI, since all the active site residues that 
have been described as essential for ASI catalysis are identical in SgcD, 
including the histidine (His) residue proposed to participate in pyruvate 
elimination.  A different mutagenesis study using E. coli ADC synthase was also 
successful in generating an artificial ADIC synthase (23,24). 

An ADIC synthase function has been proposed for PhzE, an ASI 
homologue required for phenazine biosynthesis (22).  However, only indirect 
evidence has been provided for such a naturally-occurring enzyme activity.  
Such evidence includes findings that (i) ADIC and not anthranilate is converted 
to phenazine metabolites from cell-free extracts of E. coli strains harboring 
phenazine orfs, and that (ii) the activity of recombinant PhzD, catalysis by 
which is predicted to occur after PhzE, has been examined and functionally 
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assigned as an isochorismatase, (associated with hydrolysis of vinyl ethers) (22).  
It was determined, however, that the PhzD enzyme had nearly identical second 
order rate constants with respect to ADIC and isochorismate.  Further 
contradictory evidence to assign PhzE as an ADIC synthase has also been 
reported, including the ability of PhzE to complement an E. coli ASI mutant 
strain and the interchangeability of the Pseudomonas aeruginosa ASI 
homologues—one involved in the biosynthesis of Trp, the other in the phenazine 
pyocyanin, thus suggesting PhzE is an anthranilate synthase (22).  While our 
results have unambiguously established the activity of SgcD as an ADIC 
synthase, the fact that PhzE and SgcD have no significant sequence homology 
(<12% identity), along with the aforementioned inconclusive reports regarding 
phenazine biosynthesis, clearly prevent a functional assignment of PhzE with 
the currently available data.  Conversely, SgcD, despite its predicted function 
based on bioinformatics as an ASI, is a bona fide ADIC synthase that constitutes 
yet another biosynthetic use for chorismate. 

The discovery of ADIC synthase activity of SgcD suggested the relevance 
of an oxidoreductase to furnish the aromatic ring of the C-1027 benzoxazolinate 
moiety.   Just downstream of sgcD  is sgcG coding for a predicted [Fe-S], flavin-
dependent oxidoreductase.  Although the closest homologues of SgcG (the Isf 
protein family) do not have a defined catalytic function (22), this gene product 
represented the most logical candidate to perform redox chemistry needed to 
convert ADIC to a more advanced benzoxazolinate precursor. HPLC was used 
to assess FMN-dependent conversion of purified ADIC by SgcG. As anticipated, 
the loss of ADIC was accompanied by formation of a new peak with retention 
times and UV-vis spectra very similar, surprisingly, to anthranilate.  That SgcG 
does not produce anthranilate from ADIC was revealed by coinjections with 
authentic anthranilate; the SgcG product was found to be distinct.  MS, NMR 
and UV-vis analysis of the SgcG product afforded data consistent with SgcG-
catalyzed formation of 3-O-enolpyruvylanthranilic acid (OPA, 12) from ADIC 
(Figure 7). Subsequent studies revealed the absolute requirement of FMN as the 
sole cosubstrate and that the rate of OPA formation is SgcG concentration 
dependent. Hence SgcG was established as an ADIC dehydrogenase whose 
activity complements that of SgcD in producing the C-1027 benzoxazolinate 
precursor OPA (Figure 7). 

By elucidating the function of SgcD and SgcG, the biosynthetic pathway of 
the benzoxazolinate moiety leading to C-1027 is now known to proceed through 
OPA, a metabolite that to our knowledge has not been observed in biosynthetic 
pathways.  Of significance, the functional assignment of these two enzymes has 
allowed us to formulate a pathway to benzoxazolinate production; subsequent 
steps require amide bond formation (by SgcD5), hydroxylation (by SgcD3), O-
methylation (by SgcD4), thio-esterification (by SgcH), and attachment to the C-
1027 enediyne moiety (by SgcD6) (22). The overall pathway proceeds with 
retention of the enolpyruvoyl moiety of chorismate as a vinyl ether resulting 
from SgcD's apparent evolution as a lyase-deficient ASI homolog.  Because this 
is not observed for other metabolites originating from chorismate, the 
biosynthesis of C-1027 involves a unique branch point in chorismate 
metabolism further illuminating the evolution of chorismate processing in both 
primary and secondary metabolic pathways. 
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The Role of SgcC4 in β-Tyrosine Synthesis 

One fascinating structural feature of C-1027 is the unique β-amino acid 
moiety, (S)-3-chloro-4,5-dihydroxy-β-phenylalanine (circled in Figure 1b).  
Early on, we envisioned this nonproteinogenic amino acid to be derived from L-
tyrosine, although conversion of L-tyrosine to this halogenated β-amino acid 
would require at least three enzymatic activities inclusive of a 1, 2 amine 
migration step. Naturally occurring β-amino acids are relatively rare and fall 
into two metabolically distinct categories (25). β-Alanine, β-leucine, and β-
lysine are all known in primary metabolism. β-Alanine occurs in the 
biosynthesis of pantotheine, while the latter two play a role in the catabolism of 
their respective proteinogenic precursors (25). On the other hand, β-arginine, β-
tyrosine, and β-phenylalanine have all been isolated as building blocks in the 
biosynthesis of secondary metabolites (25). In almost all cases, the β-amino acid 
is formed from an intramolecular migration of the α-amino group. At the time of 
our initial investigations of SgcC4 there were four known routes by which such 
an amino group migration might be enzymatically accomplished. 

The four classes of aminomutases that were known at the outset of SgcC4 
studies included: radical-based enzymes using either cobalamin or S-
adenosylmethionine plus an iron-sulfur cluster,  pyridoxamine phosphate-
dependent enzymes, and ATP-dependent enzymes constitute three of these (26).  
Finally, the fourth mechanistic class was represented by tyrosine 2,3-
aminomutase (TAM), isolated from the Edeine A producer Bacillus brevis Vm4 
(25). The enzyme shows no dependence on S-adenosylmethionine, adenosyl-
cobalamin, or pyridoxal phosphate; however, there is an absolute requirement 
for ATP, implying a fundamentally different mechanism from those of the 
radical-dependent or pyridoxal phosphate-dependent enzymes.  

Analysis of the C-1027 biosynthetic gene cluster revealed that none of the 
genes identified encoded proteins bearing significant homology to any of the 4 
classes of known aminomutases. Instead, sgcC4 was found to encode a protein 
homologous to several members of a well-studied family of ammonia lyases and 
possessing the trademark alanine-serine-glycine (ASG) motif, characteristic of 
many ammonia lyases (27). SgcC4 homologs were found to include the histidine 
ammonia lyase from Streptomyces griseus (39% identity and 56% similarity) 
and the phenylalanine ammonia lyase from Streptomyces maritimus (38% 
identity and 56% similarity) (25). The highly conserved ASG motif in ammonia 
lyases is required for formation of the 4-methylideneimidazole-5-one (MIO) 
prosthetic group. These lyases catalyze the elimination of ammonia from α-
amino acids to yield α, β-unsaturated acids and ammonia as products (18).  
Divided into two subfamilies on the basis of substrate specificity for either 
histidine or phenylalanine (27) it was, at the time, unprecedented for an MIO-
dependent enzyme to act as an aminomutase. However, β-elimination of 
ammonia from an amino acid substrate, the reaction catalyzed by MIO-
dependent ammonia lyases, accomplishes the more difficult half of the overall 
aminomutase transformation. Instead of releasing ammonia and the α,β-
unsaturated acid as free products, Michael addition between the two products of 
the lyase reaction was envisioned to afford the β-amino acid as an end product  
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(25,26). Such a Michael reaction would clearly be favored by an enzyme similar 
to known ammonia lyases but lacking the same degree of active site solvent 
accessibility. 

Extensive characterization of SgcC4 activity, indeed, confirmed that this 
enzyme converts α-tyrosine to the corresponding β-tyrosine 14, a crucial 
precursor to the (S)-3-chloro-4,5-dihydroxy-β-phenylalanine moiety found in C-
1027 (Figure 8) (26).  Prior to our studies with SgcC4 only one example of a 
tyrosine-specific ammonia lyase had been reported; this from Rhodobacter 
capsulatus, where p-hydroxycinnamic acid (HCA), the chromophore of a 
photoactive yellow protein, is the product of enzymatic action (28). Not 
surprisingly, shortly after our initial identification of SgcC4, we determined that 
HCA, also is an intermediate in the SgcC4-catalyzed production of β-tyrosine 
from L-tyrosine. Rigorous kinetic analysis of SgcC4 and a S153A mutant 
confirmed the role of the purported MIO prosthetic group and was used to 
dissect the reaction path from L-tyrosine to β-tyrosine (25). Also determined was 
that SgcC4 exhibits a β-tyrosine racemase activity but is incapable of L-tyrosine 
racemization.  These findings, well prior to the solution of the SgcC4 crystal 
structure, helped to establish a strong link between SgcC4 and known 
aminomutases. In contrast to the case of SgcD, which appears to be an ASI 
homolog whose lyase activity has been evolutionarily ablated, SgcC4 appears to 
represent a tyrosine ammonia lyase for which a mutase function, the result of 
Michael addition of ammonia to the product of lyase activity, has evolved "in". 

SgcC4 represents a novel class of aminomutase not dependent on metals or 
complex cofactor chemistry and, as such, sheds light on the possible evolution 
of this general class of enzymes.  The strong sequence and structural homology 
between MIO-based aminomutases and ammonia lyases suggests a common 
catalytic pathway. Predicated on this it has been reasoned that SgcC4, or any 
MIO-based L-tyrosine aminomutase for that matter, must perform the lyase 
chemistry followed by re-addition of ammonia stereospecifically into the 
coumarate intermediate to give (S)-β-tyrosine (14, Figure 8). The second half of 
the proposed reaction scheme is mechanistically challenging since the HCA 
intermediate 15 (Figure 8) is a poor electrophile and the enzyme must also retain 
ammonia in the neutral free base state to attain sufficient nucleophilicity. Given 
the high sequence homology between SgcC4 and MIO-dependent ammonia 
lyases, one wonders what the evolutionary relationship between SgcC4 and 
ammonia lyases is and whether the aminomutase activity could be engineered 
into ammonia lyases (and vice versa). One also wonders how widely MIO-
dependent aminomutases are distributed in other organisms and what the 
metabolic advantages of having yet another type of aminomutase might be. 
Significant insight into the structural differences and similarities between SgcC4 
and the tyrosine ammonia lyase (RsTAL) has provided a glimpse of how SgcC4 
may have evolved from the ammonia lyases. Such progress has been hastened 
by the recent solution of the X-ray crystal structure of SgcC4 and careful 
comparison to the L-tyrosine ammonia lyase RsTAL from Rodobacter 
sphaeroides (29). 

SgcC4 and the tyrosine ammonia lyase  RsTAL are, not surprisingly, very 
homologous in both primary sequence and structure (29).  The substrate for the 
two enzymes is the same and the majority of side chains proximal to the active 
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site are approximately in the same location with overlap being independent of 
the presence or absence of substrate or analogs.  Only the residue at position 415 
in SgcC4 differs significantly in the region of the active site proximal to the 
MIO relative to the RsTAL case; a very high degree of structural similarity is 
otherwise noted for the two enzymes. Taken together, comparative analysis of 
the SgcC4 and RsTAL active sites suggests a highly conserved binding mode for 
L-tyrosine. 

Differences between SgcC4 and RsTAL, and perhaps many tyrosine lyases, 
are evident in loops surrounding the active site (29). In both enzymes, these 
loops may serve the role of shielding the reactive MIO functionality, a result in 
SgcC4 of self-condensation of Ala152, Ser153, and Gly154. Within SgcC4, two 
loops combine to shield the active site from bulk solvent in a fashion very 
similar to the “closed” active sites common in ammonia lyase structures.  The 
loops in SgcC4 are more prominent than in the lyase structures with each loop 
contributing one residue capable of blocking off the active site (29). Overall, the 
function of the active site loops in SgcC4 may be to prevent ammonia from 
leaving the active site, a minimal prerequisite to differentiate an aminomutase 
from an ammonia lyase and suggesting that perhaps, SgcC4 may have 
evolutionarily preceeded the tyrosine ammonia lyases.  Indeed comparison of 
the active sites of SgcC4 with RsTAL (and other ammonia lyases), reveals that 
the SgcC4 active site lacks accessibility to the solvent as present in ammonia 
lyases. The active sites of ammonia lyases are accessible to bulk solvent through 
an opening in the loops forming a small channel (Figure 9b). Solvent 
accessibility, and hence facile diffusion of ammonia and purported Michael 
acceptor 15 (Figure 8) away from the MIO-bearing active site is not apparent in 
SgcC4 (Figure 9).  The channel clearly apparent in cross sectional views of 
RsTAL, is absent in SgcC4 by virtue of intraprotein association between two 
key residues (29). In SgcC4, but not the ammonia lyases, Tyr303 and Glu71 
form a hydrogen-bonding interaction across the channel. In ammonia lyases the 
MIO cofactor is visible from the protein surface through a small channel.  This 
likely hastens diffusion of lyase products on a timescale incompatible with 
subsequent active site chemistry. Similar views of the SgcC4 structure suggest 
an enclosed active site, which favors "post lyase" chemistry.  In addition, the 
inner and outer loops of SgcC4 contain additional secondary structure elements 
not present in ammonia lyase structures, further shielding the active site with 
ordered loops. It is clear that the SgcC4 active site is significantly more closed 
than that of the ammonia lyases and that this structural feature likely imparts 
upon SgcC4 its aminomutase function.  But is this really the sole explanation for 
SgcC4's activity deviation from bioinformatic prediction? 
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Figure 8. Initially envisioned biosynthetic pathway β-amino acid component of 
C-1027 invoking SgcC4 as an aminomutase capable of converting L-tyrosine 

into β-tyrosine. Central to the hypothesis was transient production of p-
hydroxycinnamic acid (HCA, 15). 

 
Figure 9. Cross-sectional views highlighting active site access/solvent 

accessibility of SgcC4 and RsTAL. The active site of SgcC4 is significantly more 
encapsulated than that of RsTAL by virtue of Tyr303 and Glu71. 

Not yet considered in our discussion of SgcC4 is the role played by MIO.  
This prosthetic group is a protein-derived electrophilic moiety responsible for 
acidification of  the benzylic protons in L-tyrosine. Two mechanisms have been 
proposed to account for the MIO-catalyzed elimination of ammonia observed in 
the ammonia lyases; both mechanisms are potentially applicable also to SgcC4 
(28,29). One proposal invokes a Friedel-Crafts type alkylation of the aromatic 
tyrosine sidechain to afford the cation 16, which undergoes conversion to HCA 
(15) through the agency of 17 (Figure 10a). Alternatively, HCA formation can 
be envisioned as in Figure 10b wherein the substrate undergoes N-alkylation to 
afford a quaternarized intermediate 18, which is highly susceptible to 
elimination affording HCA and the enzyme-bound primary amine 19. Both 
mechanistic options provide a viable route to ultimate formation of β-tyrosine. 
Significant however, is that of these two mechanistic options, amino acid N-
alkylation by MIO is the path most likely to allow for subsequent Michael 
addition upon the lyase product HCA; the amine moiety to be incorporated 
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within the β-tyrosine product of SgcC4 is localized within the active site and 
never afforded the opportunity for diffusion to solvent beyond the enzyme 
surface. Recent experiments using a novel difluorinated analog of L-tyrosine 
have permitted partial resolution of this mechanistic debate, at least for SgcC4, 
and make clear that reasons other than simple active site enclosement account 
for the enzyme's unique aminomutase activity (30). 

The recently solved co-crystal structures of α-difluoro-β-tyrosine and its 4-
methyl ether analog bound by SgcC4 provide significant insight into the 
chemistry catalyzed by SgcC4 and supports earlier modeling studies (Figure 
11a) with L-tyrosine (29,30). This view of a unique inhibitor-enzyme complex 
unveils important details about SgcC4 activity. First and foremost, it is apparent 
that the β-amino moiety of both difluoro-amino acids is subject to N-alkylation 
by the MIO prosthetic group (Figure 11b,c). This, combined with the previously 
established reversibility of the SgcC4-catalyzed 1, 2 amino shift therefore 
strongly suggests the viability of an amino-MIO mechanism en route to β-
tyrosine formation as depicted in Figure 10b.  The apparent ability of the SgcC4 
MIO to serve as an amino group "chaperone" by undergoing nucleophilic attack 
by the α-amine of L-tyrosine and then serving as an ammonia surrogate 19 
(Figure 10b) explains, in large part, SgcC4's aminomutase activity. 

In addition to covalent attachment between the β-amino acid and MIO 
moiety, key substrate specificity determinants of SgcC4 are apparent (29,30). 
His93 and Tyr415 form a bifurcated hydrogen bond with the substrate phenol 
(Figure 11b,c).  This is significant since residues corresponding to His93 have 
previously been implicated as a key substrate determinant in tyrosine and 
phenylalanine ammonia lyases. Examination of the α-difluoro-β-tyrosine-SgcC4 
co-crystal also reveals that the substrate carboxylate forms hydrogen bonds with 
Arg311 and Asn205 (Figure 11b,c). In general, the active site is characterized by 
a number of aromatic amino acids, perhaps the most important of which is 
Tyr63. Tyr63 is positioned in close proximity to the α and β-protons of the 
inhibitor and is well-positioned to assist in elimination chemistry (30). Gly70 
forms a hydrogen bond with the phenol of Tyr63 and both residues are 
conserved in all MIO-based lyases and mutases. With the assistance of Gly70, 
the phenolate of Tyr63 is proposed to serve as a general base facilitating 
elimination (after amino group activation as a leaving group) and the ensuing 
formation of HCA (15, Figure 10). H-bonding of the Tyr63 phenol with Gly70  
favors phenolate formation as does the abundance of R-helices with positive 
dipoles pointed at the active site. Also supportive of this role for Tyr63 is the 
observed pH optimum for SgcC4 activity of  ~9.2, and that replacement of 
Tyr63 with Phe ablates aminomutase activity.  These data support the modeling 
studies that depict the phenolate of Tyr63 as being able to deprotonate either the 
α or β protons of L-tyrosine (29,30). Moreover, these studies explain, in part, the 
fact that SgcC4 displays β-tyrosine racemase activity.  In sum, extensive 
structural studies with SgcC4 and a novel difluorinated β-tyrosine derivative 
support the importance of select amino acids within the active site and the 
similarity of these residues to those found in other ammonia lyase enzymes. 
Most important though is that these studies firmly implicate an amine-MIO 
intermediate (19, Figure 10b) as being crucial to SgcC4's activity as an 
aminomutase and not a simple lyase. 
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That SgcC4 is an aminomutase is counter to bioinformatic predictions.  The 
enzyme is most similar to known amino acid lyases and thus initial findings 
revealing the enzyme's inability to produce the HCA as a final product from L-
tyrosine, were remarkable.  Despite apparent similarities of structure and 
function between SgcC4 and known ammonia lyases two characteristics of 
SgcC4 appear to equip this ammonia lyase with the additional ability to catalyze 
formation of an N-βC bond.  Limited solvent accessibility of the active site 
along with the use of an amino-linked-MIO intermediate (Figure 10b) are both 
unique features of SgcC4 that enable chemistry beyond the lyase reaction.  It is 
difficult to say at this juncture if SgcC4 is an evolutionary remnant of the 
ammonia lyases or if this enzyme is at the forefront of how the amino acid 
lyases may be continually evolving. Regardless of the enzyme's evolutionary 
relationship to closely related enzymes, what is clear, is that our understanding 
of SgcC4 and its relationship to other aminomutases and lyases creates 
tremendous opportunity for rational engineering of new natural products via 
targeted modifications to these amino acid modifying enzymes. 

 
Figure 10. Mechanistic proposals for MIO-dependent aminomutase chemistry 

based on the proposed mechanistic schemes for MIO-based ammonia lyases. (a) 
Friedel-Crafts mechanism invoking acidification of benzylic protons following 
carbocation formation. (b) Amino-MIO adduct mechanism invoking α-amino 

group quaternarization via alkylation with MIO followed by C-N bond scission 
and subsequent MIO-adduct directed Michael addition to afford the new C-N 

bond.  
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Figure 11.  Views of the SgcC4 active site associated with substrate and 
substrate analogs. (a) Model of the substrate L-tyrosine bound in the active site 

of SgcC4. (Adapted with permission from reference 29, copyright 2007 
American Chemical Society)  (b) View of the SgcC4 active site showing the 

electron density map calculated from co-crystals of α-difluoro-β-4-
methoxyphenylalanine showing the position of the methyl group and allowing 

correlation to the SgcC4 structure bound to α-difluoro-β-tyrosine (30). (c) 
Diagramatic representation of the major interactions and conformation of the 
enzyme with the bound α-difluoro-β-tyrosine. (Adapted with permission from 

reference 30. Copyright 2007 American Chemical Society.)  

Production of New Bioactive C-1027 Analogs via 
Combinatorial Biosynthesis: Evolutionary Applications of 

Natural Products Biosynthesis 

 “Combinatorial biosynthesis” – in its broadest sense, the generation of 
novel analogs of natural products by genetic engineering of biosynthetic 
pathways – complements total synthesis and semi-synthesis which often bear the 
burden of high production and environmental costs, particularly as the molecular 
complexity of target molecules increases (5,31-33).   The prospect of producing 
new molecules by modifying existing pathways − or even building new 
pathways from scratch − via such combinatorial biosynthesis methods represents 
a revolutionary concept and constitutes an important evolutionary application of 
recombinant DNA technology, particularly in Streptomyces and related 
microorganisms known for their ability to produce natural products. 

The mechanism of antitumor action of C-1027, as with all enediynes, is 
most closely associated with O2-dependent DNA strand scission resulting from 
cycloaromatization of the enediyne component. Cycloaromatization produces 
carbon-centered radicals that abstract H-atoms from the sugar phosphate 
backbone. In the C-1027 case, H-atom abstraction proceeds with greatest 
efficiency at the deoxyribose 1', 4' and 5' centers; the carbon-centered radical in 
each case rapidly reacts with O2 to afford highly labile oxidized sugars that lead 
to strand breaks (34). Cells typically respond to enediyne-induced damage as 
they would to ionizing radiation induced damage.  An interesting feature of C-
1027 not displayed by most other enediyne natural products is its ability to 
induce not only DSBs but also interstrand crosslinks (ICLs), particularly under 
O2-depleted conditions where a conventional pathway to sugar oxygenation 
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becomes restricted (35). C-1027 induces ICL formation not only under cell-free 
anaerobic conditions but also in cells (35). That C-1027 induces both DSBs and 
ICLs under aerobic conditions suggests that C-1027 might provide a unique 
opportunity for the application of combinatorial biosynthetic methods.  
Specifically, it was envisioned that C-1027's mechanism of action might be fine-
tuned so as to afford an agent with reduced activity in the presence of O2 yet 
retaining DNA damaging activity under hypoxic conditions.  Such a departure 
from the C-1027 activity profile might prove highly useful since it is well 
known that many classes of solid tumors establish hypoxic regions that provide 
unique opportunities for therapeutic targeting selectivity. 

Sequencing of the C-1027 biosynthetic gene cluster and many subsequent 
efforts indicated that oxidation and chlorination at both positions ortho to the 
tyrosine-derived phenol (C20' and C22', Figure 12a) are catalyzed by the gene 
products coded for by sgcC3 and sgcC, respectively (15).  Additionally, it was 
determined that sgcD4 codes for a methyltransferase responsible for methylation 
of the benzoxazolinate phenol moiety (15).  Using this knowledge of the C-1027 
biosynthetic machinery, combinatorial biosynthesis methods were applied to 
abolish the function of sgcC, sgcC3 and sgcD4 individually via targeted gene 
inactivation (Figure 12a) (35).  Inactivation of sgcD4 provided a mutant strain of 
S. globisporus that produced 7''-desmethyl-C-1027 (20), whereas similar 
inactivations of sgcC and sgcC3 afforded 22'-deshydroxy-C-1027 (21), and 20'-
deschloro-C-1027 (22), respectively (Figure 12a). 

Initial assessment of bioactivities displayed by the C-1027 analogs 20, 21 
and 22, obtained by combinatorial biosynthesis (relative to C-1027) emphasized 
the impact of these agents upon cell growth of  YZ510B human fibroblast cells 
(36). Continuous subjection to C-1027 and related analogues for 3 days resulted 
in measured IC50s for growth arrest of 24 pM for C-1027, 1,412 pM for 20, 174 
pM for 21, and 72 pM for 22, which is approximately 60-, 7-, and 3-fold higher 
than C-1027, respectively (Figure 12b) (36).  A profound reduction in growth 
inhibition was apparent for 20, the C-1027 analog missing the benzoxazolinate 
methyl ether moiety (circled, Figure 1b). 

The significant differences in cell growth inhibition among C-1027 analogs 
produced with knowledge of the biosynthetic machinery warranted significantly 
greater investigation.  As highlighted in Figure 12c all C-1027 analogs induced 
DSBs although normalization to C-1027 revealed  that the desmethyl analog 20, 
the deshydroxy analog 21 and deschloro analog 22, are 50, 30, and 4 times less 
effective than C-1027 (35). To determine the extent to which these C-1027 
analogs induced ICLs under anaerobic cell-free conditions, compound-treated, 
linearized plasmid DNA was used to evaluate the amount of double-stranded 
DNA remaining after alkaline denaturation; crosslinked DNA displays 
electrophoretic mobility discernibly different from that of the non-crosslinked, 
readily denaturable duplex.  At 13 nM C-1027, ~13% dsDNA remained, which 
increased to ~30% by 130nM.  As shown in Figure 12c, desmethyl analog 20 
induced ICLs with an efficiency on par with  C-1027 whereas the deschloro and 
deshydroxy-C-1027 analogs displayed severely attenuated interstrand 
crosslinking capabilities (35). Indeed, ICLs resulting from treatment with 
deshydroxy analog 21 were not readily detected. It is perhaps highly significant 
that follow up studies using intracellular SV40 DNA as a substrate substantiate 
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the data resulting from cell free studies (Figure 12c).  At 8 nM, C-1027 induced 
significant amounts of linear intracellular SV40 DNA (20%), which increased in 
a concentration-dependent manner to ~40%. The deschloro analog also induced 
DSBs in a concentration-dependent manner although ~8-fold higher drug 
concentrations (relative to C-1027) were required. The desmethyl analog 
initially induced a minimal amount of intracellular SV40 DSBs, but additional 
breaks were not observed even at concentrations as high as 10 μM, which is also 
consistent with previous genomic DNA studies (36). The potency of the C-1027 
family members at inducing intracellular SV40 DSBs is C-1027 > deschloro >> 
desmethyl. Finally, both C-1027 and its desmethyl analog 20 were found to 
induce ICLs in intracellular SV40 while no such adducts were found upon 
treatment of cells with the deschloro analog 22. The data from cell free and 
intracellular SV40 DNA-based assays have been further substantiated by studies 
to evaluate the impact of C-1027 and its desmethyl and deschloro analogs upon 
genomic DNA in HCT116 tumor cell lines. 

For C-1027, concurrent induction of DSBs and ICLs provides a unique 
opportunity to test the paradigm that cells require the protein kinase ataxia-
telangiectasia mutated (ATM) to activate DNA damage responses to strand 
breaks, whereas the kinase ATM and Rad3-related (ATR) is required to respond 
to ICLs (35,36).  The ability of combinatorial biosynthesis to readily afford C-
1027 analogs capable of DSB induction but not ISC induction (deschloro and to 
a much lesser extent deshydroxy 21) and of analogs capable of almost exclusive 
ICL induction (desmethyl analog 20) has therefore been  used to great advantage 
to better understand the role of ATM and ATR in cellular responses to 
radiomimetic drugs such as C-1027. 

At present, determining whether a radiomimetic drug such as C-1027 has 
the potential to induce ICLs is not readily apparent. Although all enediynes 
induce DSBs under aerobic conditions, ICL production under anaerobic 
conditions requires that deoxyribose radicals generated upon H-atom abstraction 
back react with the drug (34).  The efficiency of ICL induction, which is thought 
to depend on the proximity and steric availability of the enediyne chromophore 
to the deoxyribose radicals, differs greatly among enediynes, yet the variation in 
DNA break to cross-link activity between C-1027 and its analogs was 
unexpected given their minimal structural differences (Figure 12a).  Detailed 
hypotheses have been put forth that take into account both the impact of steric 
and reactivity differences between C-1027, 20, 21, and 22 (35). Although the 
precise mechanistic reasons for different bioactivities of C-1027, 20, 21 and 22 
remain unclear, these findings highlight  the potential for rational biosynthetic 
engineering to yield new generations of antitumor compounds able to produce 
cellular DSBs, ICLs, or a combination of both. This is but one example of how 
the field of biosynthesis is evolving to exploit the advances in molecular biology 
to produce and discover new natural products with tremendous potential. In this 
specific context it is remarkable that such small structural differences among C-
1027 analogs translate to such significant differences in activity. These 
structural differences shift cellular responses to DNA damage from ATM-
dependent to ATR-dependent or can permit use of both kinases in accordance 
with the proportion of DSBs to ICLs (36).  Remarkably, these minor 
modifications to the enediyne chromophore (relative to C-1027) dramatically 
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alter DNA damage patterns, suggesting a rational approach for the design of 
new generations of antitumor agents. 

This work shows that specific bioactivities displayed by the parent 
compound can be evolved out to afford agents with more highly refined DNA 
damaging activity using combinatorial biosynthesis.  C-1027, with its dual mode 
of DNA damage induction (Figure 13) is regarded as a radiomimetic agent in 
that it induces O2-dependent DSBs.  However, it also induces O2-independent 
ICLs.  That the desmethyl C-1027 analog 20 retains C-1027's capacity for ICL 
formation but lacks the parent compound's capacity for O2-dependent DSB 
induction may have a profound impact on this analog's consideration as a 
chemotherapeutic.  That many solid tumors establish O2-depleted or hypoxic 
regions (Figure 13) might represent a means by which 20 can express more 
highly selective and less host-toxic DNA damaging activity than is displayed by 
C-1027 (35).  It is clear that combinatorial biosynthesis constitutes what is 
essentially "intelligent evolution" and that the basic science behind it represents 
a critical step in the evolution of natural products biosynthesis.  However, the 
results of biological testing of C-1027 and its engineered analogs 20, 21, and 22 
highlight how the evolution of studies in biosynthesis may impact drug 
discovery. 

 
Figure 12. C-1027, engineered analogs and associated biological 

activities/efficiencies. (a) Correlation of biosynthetic gene products and C-1027 
functional groups. Shaded arrows indicate functional groups resulting from 

highlighted gene products. Structures resulting from ablation of SgcD4, SgcC 
and SgcC3 are indicated by 20, 21, and 22, respectively. (b) Summation of C-

1027 and related analog activity against YZ510B cells. (Reproduced with 
permission from reference 36. Copyright 2007 Cancer Research.) (c) 

Comparison of C-1027 and analog-induced DSBs and ICLs (35). ND, not 
detected. 
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Figure 13. Overview of different DNA lesions inducible by C-1027 and related 
analogs based on extent of oxygenation, which differs between normoxic (non-

cancerous) and hypoxic conditions typical in many solid tumors.  

Closing Thoughts 

It is clear from our studies of C-1027 biosynthesis and the biosynthesis of 
many other enediyne-containing natural products that snapshots of enzyme 
evolution are extraordinarily abundant.  Studies of SgcD and SgcC4 are 
particularly striking examples of this where bioinformatic predictions and a clear 
relationship to other characterized and well understood enzymes are nullified by 
the apparent losses and gains of function of each enzyme, respectively.  A 
superficial description of SgcD would detail it as an anthranilate synthase that 
has lost its chorismate lyase activity. Similar descriptions of SgcC4 would 
highlight this biosynthetic enzyme as an ammonia lyase that has gained the 
ability to also catalyze formation of a new N-C bond resulting in a β-amino acid.  
Both enzymes, and their characterization, clearly shed light on the evolution of 
whole classes of enzymes although at present it is difficult to ascribe these 
enzymes as evolutionary remnants or harbingers of new enzyme classes not yet 
discovered.  Conversely, the PKSEs sequenced to date adhere closely to 
bioinformatic predictions of  function and as such, are highly unique enzymes 
that serve as excellent beacons for the discovery of new enediynes. This, 
coupled with advances in genome mining, promises to unveil untold numbers of 
new natural products from previously unrecognized enediyne producers 
highlighting how the evolution of the PKSE has directly impacted drug 
discovery strategies. Finally, our understanding of biosynthetic enzymes with a 
high level of resolution enables combinatorial biosynthesis as a means by which 
to produce new "non-natural" natural products displaying novel, and potentially 
exploitable activity differences from those of the more well studied parent 
natural products. Metabolic engineering of biosynthetic pathways represents an 
evolutionary application extremely well suited to drug discovery efforts. Though 
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not an exhaustive list, these biosynthetic endeavors support the idea that 
enediyne biosynthesis is an outstanding arena for study through an evolutionary 
lens. 
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Chapter 12 

Molecular Machines 

Natural and Artificial Molecular Motors 

Thomas W. Bell* and Joseph I. Cline 

Department of Chemistry, University of Nevada, Reno, NV 89557-0216 

Artificial molecular motors are a natural extension of 
biological motors, which have evolved to perform many 
different functions in living organisms.  Homo sapiens is 
further adapting biomotors to drive nanoscale devices.  
Artificial motors are of keen interest because they can 
potentially work faster than biomotors, they can be more 
robust, and they can be driven and controlled by light.   
Chemists have designed many types of chemically-powered 
and light-powered rotary molecular motors and some have 
been shown to undergo unidirectional rotation.  Molecular 
dynamics simulations and photoisomerization studies have 
also underscored the feasibility of the authors’ own photon-
driven ratchet design. 

Biological systems have evolved many, complex molecular and 
supramolecular devices, which enable organisms to grow, reproduce, sense 
stimuli, and interact with their environment.  Homo sapiens has increasingly 
engaged in mimicry of natural, functional molecules, including total synthesis of 
biologically active natural products and creation of artificial systems capable of 
performing natural functions.  In the authors’ opinion, this produces an 
evolutionary continuum between natural molecules and artificial compounds 
that have been inspired by nature.  Evolution of anthropogenic molecules is a 
natural extension of biological evolution.  The human brain, itself a product of 
evolution, is inspired by marvelous natural devices to create artificial analogs 
that may be capable of operating even under abiologic conditions.  These 
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devices are also subject to selective pressure, since designed molecules that do 
not function are abandoned. 

The purpose of this chapter is to consider current knowledge and recent 
developments concerning a specific kind of molecular device, the molecular 
motor.  Accordingly, some definitions are in order. A molecular device, whether 
natural or artificial, is commonly considered to be a molecule that can perform a 
useful task.  Examples of molecular devices are chemosensors (1,2), switches 
(2), and motors. A molecular machine (3-6) is capable of doing useful work. 
Both molecular switches and motors can accomplish mechanical work, but the 
work executed by a switch is undone when it is reset to the original position. A 
molecular motor is a device that is capable of doing work repetitively and 
progressively, so that net mechanical work is performed over multiple cycles of 
actuation (6).  The physical definition of work (force times distance) is 
applicable here.  Molecular motors can be divided into two types: rotary and 
linear, as illustrated by examples given later.  The hierarchy is clear, proceeding 
from the broad class of molecular devices, to the more specific molecular 
machines, of which rotary and linear molecular motors are particular types. 

Natural Molecular Motors 

Natural molecular motors (motor proteins) are intriguing, both as efficient 
products of evolution and as power sources for nanotechnology (7).  Some 
representative rotary and linear motor proteins are subjects of this chapter. Not 
discussed here are a wide range of additional proteins in which linear motion is 
coupled with enzyme activity, or which perform physical work.   Examples are 
RNA polymerase and DNA topoisomerase, respectively. 

F0F1-ATP Synthase 

Of particular interest with respect to applications in nanotechnology is the 
rotary supramolecular motor, F0F1-ATP synthase (Figure 1) (8).  This enzyme is 
actually a double rotary motor.  Proton flux across the membrane drives rotation 
of the F0 unit and the γ “spindle” of the F1 unit.  Rotation of the γ spindle within 
the stationary F1 unit, in turn, drives the synthesis of ATP from ADP and 
inorganic phosphate. While the rotary motion of this device qualifies it as a 
motor, this motion is merely a mechanism, enabling its biological function as a 
factory for a ubiquitous fuel needed by cells. 
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Figure 1. Structure of F0F1-ATP synthase.  (Reproduced from reference 8.  

Copyright 1998 MacMillan Publishers, Ltd.). 

The F1 unit of F0F1-ATP synthase can be isolated and used as a chemically 
driven motor for nanotechnology. The F1 motor has been immobilized on 
surfaces via the α/β assembly, and the protruding γ spindle has been attached to 
actin filaments (9) or to ~1 µm nickel rods (10). This motor catalyzes ATP 
hydrolysis, driving rotation of the γ spindle and its attached “propeller” in the 
opposite rotational sense, with respect to the normal rotary direction in ATP 
synthesis. 

Bacterial Flagellar Motor 

One of the most impressive products of evolution is the bacterial flagellar 
motor (Plate 1) (11,12).  This assembly of more than 20 different proteins is 
imbedded in the cell wall and membrane of some bacteria, including E. coli. 
Proton flux across the membrane drives rotation of the wheel and the attached, 
helical flagellum, producing locomotion of the bacterium.   

Interest in the mechanism of evolution of the bacterial flagellar motor 
stems, in part, from its current role as a poster child for the “intelligent design” 
community.  The argument of sub rosa (as well as outright) creationists is that 
this machine exhibits “irreducible complexity.” (13)  In particular, the device 
could not function if even only one of its component proteins were missing.  
Evolution would require that all of the component proteins undergo natural 
selection simultaneously, absent functionality that is required for genetic 
optimization.  Some proponents of intelligent design also argue that the 
amazingly precise self-assembly of so many proteins to produce an exquisitely 
complex machine also implicates the hand of at least a designer, if not a creator.  
Of course, the same thing could, and has been, said about complex organisms, 
such as Homo sapiens. 

Ironically, protein self assembly can solve the problem of evolution of 
complex, multicomponent machines, such as the bacterial flagellar motor14.  
Chemists understand that self-assembled systems are fluctional and constantly 
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sample alternate configurations.  Structural homologies are often observed 
between proteins having different functions.  This suggests that proteins that 
evolved to perform one function later became capable of another function, 
probably on a more rudimentary level.  This alternate function gave the 
organism a competitive advantage, leading to evolutionary optimization of the 
second function. 

It turns out that there are extensive homologies between proteins in the 
basal region of the bacterial flagellum and type III secretory proteins comprising 
structures in the membranes of infective agents such as the plague bacterium, 
Yersina pestis.  This bacterium, thought by many to be responsible for some 
epidemic plagues, uses type III secretory proteins to inject protein toxins into 
target cells of the host.  Interestingly, the bacterial flagellum self assembles from 
proteins extruded through a central pore, and mature flagella can serve also to 
export proteins from the cell.  Thus, a structure that evolved to export proteins 
may have been co-opted evolutionarily to produce locomotion (14). 

Transport and Muscle Proteins 

Linear molecular motors are represented in biology (15) by the transport 
proteins, kinesin and dynein (16), and by the muscle protein, myosin.  Kinesins 
(Plate 2) (17) attach to microtubules and take several hundred “steps” before 
detaching.  Their cargo includes various proteins, messenger RNA, and vesicles.  
ATP hydrolysis causes a conformational change in the arm attached to the head 
group that is bound to the microtubule.  This enables the second head group to 
move “forward” and attach to the microtubule before release of the first head.  
Myosin (Plate 3) (17) also has two head groups, but only one attaches to a 
muscle actin filament.  ATP hydrolysis drives a single forward stroke, then the 
head detaches, enabling neighboring motors to continue forward progression. 

Crystallographic studies have revealed structural similarities between the 
kinesin and myosin protein families, and there are short amino acid stretches 
displaying sequence conservation (15).  These findings have led to the proposal 
that kinesins and myosins have a common ancestor.  This precursor protein 
apparently also led to the G protein superfamily, which has a “phosphate sensor” 
domain that is very similar to the ATP binding sites of kinesins and myosins15.  
As proposed for evolution of the bacterial flagellar motor, transport and 
locomotion functions appear to be evolutionarily connected. 

Designed Molecular Motors 

Potential uses of molecular motors include powering nano-assemblers, 
altering properties of nanomaterials, pumping fluids or disrupting laminar flow, 
powering nanovessels, switching nanocircuits, releasing trapped molecules (i.e. 
in drug delivery), and modulating functions of biomolecules, such as proteins 
and nucleotides.  Why not employ natural molecular motors to perform these 
functions?  After all, 
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• Biomotors already exist, and they work! 
• They are very efficient. 
• And, they use a common chemical fuel. 
 
On the other hand: 
 
• Biomotors lack precise control. 
• They are relatively slow (10-100 Hz). 
• And, they work only under limited conditions (solvent, temperature, and 

pH). 
 

For highest versatility, operating under diverse conditions, artificial 
molecular motors should have the following properties, in the authors’ opinion. 
• Artificial motors should be rotary, and operate unidirectionally. 
• They should be powered and controlled by light. 
• They should be locked when unenergized. 
• They should be capable of high  rotary speed. 
• They should be robust (stable under diverse conditions, and potentially 

operable in a vacuum). 
• And, they should be adaptable, enabling the work they perform to be 

harnessed for useful purposes. 
 
Many ingenious designs of molecular motors have been reported, including 

a light-driven family developed by Feringa and coworkers (18), and chemically-
driven prototypes produced by Kelly (19).  Included in this chapter is a brief 
discussion of recent developments in the field of artificial molecular motors, 
including the authors’ own design. 

Chemically-Powered Artificial Motors 

Kelly designed a ratchet-type chemically-powered molecular motor 
consisting of a three-bladed triptycene gear and a helical “pawl”, which both 
prevents back slippage and directs the motion of the gear (Plate 4) (20).  The 
Kelly group first synthesized a simpler prototype lacking the 4-
dimethylaminopyridyl (DMAP) group and two of the amino groups of 
compound 1, shown in Plate 4.  They demonstrated that reaction of the 
prototype with phosgene yields a strained product having a carbamate tether 
between the gear and the pawl.  Thermal relaxation accomplishes a 120° 
clockwise rotation (19).  The full motor (1, Plate 4) contains a DMAP group, 
strategically positioned to catalyze reaction of phosgene with the “correct” 
amino group.  Formation of the carbamate tether, thermal relaxation, and 
hydrolysis of the tether would produce 120° rotation, returning the molecule to 
the form required for further reaction with phosgene.  Unfortunately, this 
ingenious device stalled after reaction of phosgene with the “correct” amino 
group, producing carbamate 6 (Plate 4) (20). 
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Branchaud designed a structurally simpler chemically-powered molecular 
motor based on chemoselective formation of biaryl lactone 10 (Figure 2) (21), 
followed by chemoselective hydrolysis.  The racemic lactone was synthesized, 
then cleaved with directional (ca. 90°) rotation of the two aromatic rings.  
Relactonization gave 12 (Figure 2) with very high 180° rotational selectivity, 
overall.  Unfortunately, conditions were not discovered enabling complete, 360° 
rotation in this system.  Feringa and coworkers  previously reported a biaryl 
system that undergoes unidirectional rotation when subjected to a sequence of 
chemical reactions, including asymmetric reduction and reoxidation (22).  Thus, 
it appears that chemists have not currently succeeded to demonstrate full 360° 
rotation in an artificial molecular motor driven by a single chemical fuel, as in 
the case of biomotors. 

 
Figure 2. Branchaud’s chemically-powered biaryl lactone rotary motor. 

(Reproduced from reference 21. Copyright 2006 American Chemical Society.). 

Light-Powered Molecular Motors 

Artificial molecular motors powered by light have been the subject of an 
excellent recent review (23).  The most well developed fully functional light-
powered motors have been produced by Feringa and coworkers (18); some 
second-generation systems are shown in Figure 3 (24).  Feringa’s motors are 
chiral, overcrowded alkenes that photoisomerize unidirectionally producing a 
strained product, which thermally relaxes to a lower energy form. These two 
steps cause 180° rotation about the central double bond.  A second 
photoisomerization and thermal relaxation complete full, directional 360° 
rotation.  Second-generation systems shown in Figure 3 were redesigned to 
improve performance, especially by lowering the barriers for the rate-
determining thermal steps to increase rotary speed.  While earlier models had 
two stereocenters, in 13 (Figure 3) unidirectional rotation is achieved with a 
single asymmetric carbon, and the X and Y groups can be varied to tune the 

 

 (S)-12  (S)-10 

 (P,S)-11

  (M,S)-11 
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energy barrier.  Replacing six-membered by five-membered rings (13→14→15, 
Figure 3) greatly increases the speed of rotation.  Motor 16 (Figure 3), with 
push-pull conjugation, was engineered to operate with visible light (λmax 436 
nm), instead of UV.  Motor 17 (Figure 3) has thiol tethers enabling its 
immobilization on gold nanoparticles (24). 

 
Figure 3. Feringa’s second-generation light-powered molecular motors. 

(Partially reproduced from references 23 and 24. Copyright 2006 and 2008 A. 
Credi and CSIRO PUBLISHING) 

Nobel Laureate Jean-Marie Lehn has conceptually reduced the light-
powered motor to a very simple system: the chiral imine (Figure 4) (25).  As 
observed for chiral alkenes, absorption of a photon produces out-of-plane 
rotation of the π bond in imines.  Molecular asymmetry should cause the 90° 
rotation to occur with some preference for clockwise or counterclockwise 
direction.  Photoisomerization of the anti imine to the syn geometry constitutes 
directional, 180° rotation.  At room temperature, the syn isomer would rapidly 
undergo in-plane inversion to the original anti form. This brilliant simplification 
of the molecular motor based on  photochemical/thermal cycling has not yet 
been experimentally reduced to practice. 

A number of research groups have designed rotary motors based on 
catenanes, which contain interlocked rings.  In this context, a review by Kay and  
Leigh (6) describes physical considerations for molecular devices, including 
switches and motors.  Leigh, Stoddart, and others have also produced numerous 
molecular devices based on rotaxanes, in which a ring is constrained to travel 
along a molecular rod between bulky end groups, or stoppers (3-6).  In rotaxane 
switches, a ring is shuttled between different stations by means of light or 
electron-transfer signals.  Similar propulsion of rings in catenanes can be used to 
fashion rotary molecular motors. 
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Figure 4. Lehn’s putative light-powered chiral imine molecular motor. 

(Reproduced from reference 25. Copyright  2006 John Wiley & Sons, Inc.). 

An Electrically-Driven Molecular Rotor 

Rapenne and coworkers have designed an ‘electron-triggered motor’ 
containing a wheel, which bears an electroactive group (EG) on each “spoke” 
(Figure 5) (26).  Oxidation of the EG closest to the anode causes electrostatic 
repulsion and motion of the wheel.  Adequate insulation between the EGs is 
required to prevent intramolecular electron transfer.  The Rapenne group has 
synthesized a key target molecule using a cyclopentadienyl ruthenium complex 
as the central bearing for the wheel. The arms contain [2.2.2]bicyclooctane 
groups, which have been proven to provide good insulation.  The next steps are 
to anchor the molecule to a surface and address it as a single molecule by means 
of two metallic nanoelectrodes.  This system differs from a ratchet motor, in that 
it could slip backward when no voltage is applied. 
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Figure 5. Schematic diagram of Rapenne’s electrically-driven molecular rotor. 

(Reproduced from reference 26. Copyright 2008 IUPAC). 

A Novel, Photon-Driven Ratchet Motor Design 

The authors’ own molecular motor design (Figure 6) features a photoactive 
dibenzofulvene rotor, which is sterically geared into a chiral triarylmethane 
stator.  Light absorption twists the double bond about torsional “drive angle” θ.  
Steric gearing causes a correlation between the directions of rotation about θ and 
the “axle angle”, Φ.  The tilt of the three benzene rings in the stator causes the 
twisting energies to be different for the two possible directions of rotation.   
Molecular dynamics calculations have shown that the enantiomer displayed in 
Figure 6 (Z = CH2C≡C) should have an approximately 80% preference for 
counterclockwise vs. clockwise rotation of the rotor with respect to the stator 
(27). 

 
Figure 6. The authors’ design of a photon-driven ratchet molecular motor. 

Y

X

CH2H2C ZN
H

R
Θ

φ

 Dibenzofulvene rotor 
chromophore 
(antenna for light 
absorption) 

 Chiral stator (both 
enantiomers can be 
synthesized) 

 Unenergized rotor is geared into 
stator and is confined to one of 
three positions about the axle angle 

 Tethers can be 
attached to 
nitrogen atoms 

 Linkage of rotor 
chromophore to 
chiral stator: single 
bond "axle angle”, φ 
and a double bond 
"drive angle”, θ. 
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As shown by the retrosynthetic disconnection in Figure 7, the target motor 
may be synthesized, in principle, by reaction of the metalated stator (e.g. M = 
Li) with  a 9-halomethylenefluorene rotor (e.g. X = Br).  This convergent 
approach involves separate syntheses of the chiral stator and various rotors 
bearing substituents that can be used to fine tune the performance of the motor.  
Hence, various unsymmetrically substituted 9-bromomethylenefluorenes were 
synthesized in order to test the critical rotor-stator coupling reaction, and to 
investigate the efficiency of light-induced twisting about the double bond in 
rotor model compounds.  The latter factor is very important because the overall 
efficiency of motor function is limited by the quantum yield of light-induced 
rotation about the photoactive double bond. 

NH

H
N

N
H

Br

+

HN

NH

N
H1

2

3  
Figure 7. Retrosynthesis of target molecular motor (left), disconnecting the 

dibenzofulvene rotor (upper right) and the chiral triarylmethane 
stator (lower right). 

Synthesis of the E and Z isomers of a model rotor, 2-t-butyl-9-
(triphenylethylidene)fluorene, is shown in Figure 8 (28).  2-t-Butylfluorene was 
oxidized to the ketone, which was then converted to the bromomethylene 
derivative by  a Wittig reaction.  Substitution of bromo by the triphenylmethyl 
(trityl) group by an addition-elimination reaction with trityllithium furnished the 
target model compound.  The E and Z isomers were separated by 
chromatography and crystallization for photoisomerization studies.  The 
reactions employed in this synthesis set the stage for preparation of further 
model compounds, as well as the target molecular motor. 
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Figure 8. Synthesis of (E)- and (Z)-2-tert-butyl-9-(2,2,2-

triphenylethylidene)fluorenes (28). 

Model rotors with nitrogen-containing substituents were also synthesized 
(Figure 9). Here, the 2,5-dimethylpyrrolidin-1-yl group was used to protect an 
amino group in the 2-position of fluorene.  Thus, three model compounds, 
containing 2,5-dimethylpyrrolidin-1-yl, amino, or nitro groups, were prepared. 
Attempts to make the 2-nitro rotor model by a shorter route failed, due to the 
low solubility of 2-nitrofluorenone in most solvents. 

 
Figure 9. Synthesis of model rotors with nitrogen substituents, especially 2-

nitro-9-(2,2,2-triphenylethylidene)fluorene. 
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Of the four rotor models synthesized, only the 2-t-butyl and 2-nitro analogs 
underwent photoisomerization.  The quantum yield (ratio of isomerization to 
light absorption) was measured at various excitation wavelengths (λex), both for 
E→Z (ΦEZ) and Z→E (ΦZE) isomerization.  The results are shown in Table I 
along with the mole fractions of the E and Z isomers at the photostationary state 
([E]/[Z])ps.  The quantum yields for the t-butyl rotor model were uniformly less 
than 0.1, while the quantum efficiencies of photoisomerization in the nitro 
analog were as high as 0.26.  In both cases, excitation of the longest wavelength 
electronic transition gave the highest quantum yield.  These results demonstrate 
photoactivity of the dibenzofulvene chromophore for the first time and show 
adequate quantum efficiency for practical operation of the designed molecular 
motor. 

So far, our synthetic efforts have not yielded substantial quantities of the 
target, chiral, triarylmethane stator. Current efforts are aimed at the synthesis of 
other C3-symmetric polycyclic skeletons that also show promise as chiral 
stators, according to molecular dynamics simulations. 

Table I. Photoisomerization Quantum Efficiency for 2-Substituted 9-(2,2,2-
triphenylethylidene)fluorenes 

Substituent λex (nm) ΦEZ ΦZE ([E]/[Z])ps 
t-Butyl 266 0.09 0.08 0.43/0.57 
t-Butyl 280 0.04 0.04 0.47/0.53 
t-Butyl 320 0.09 0.07 0.42/0.58 
Nitro 266 0.25 0.17 0.38/0.62 
Nitro 290 0.26 0.17 0.39/0.61 
Nitro 355 0.21 0.12 0.33/0.67 

Conclusions 

We have seen that biomotors driven by proton gradients or by ATP 
hydrolysis have evolved to perform many functions.  Artificial motors designed 
to be driven by chemical reactions, photon absorption, or electron transfer have 
been created by Homo sapiens.  The authors of this chapter have designed a 
photon-driven ratchet motor consisting of a dibenzofulvene rotor and a chiral, 
triarylmethane stator.  Quantum yields for substituted dibenzofulvene rotors 
have been measured and are adequate for practical operation of the target motor. 
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Plate 1.(see color insert 3) Representation of the bacterial flagellar motor. 

(Reproduced with permission from reference 12.) 

 
Plate 2.(see color insert 4) Representation of kinesin, a two-headed processive 
motor, which attaches to and “walks” along a microtubule, shown at bottom.  

(Partially reproduced from reference 15.  Copyright 2000 American Association 
for the Advancement of Science.) 

 
Plate 3.(see color insert 4) Representation of muscle myosin, a two-headed 
nonprocessive motor, which attaches to actin and delivers one stroke before 

detaching. (Partially reproduced from reference 15. Copyright 2000 American 
Association for the Advancement of Science.) 
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Chapter 13 

Coordination-Driven Self-Assembly 
S. Russell Seidel and Lori Zaikowski 

Department of Chemistry and Physics 
Dowling College, Oakdale, NY 11769 

This chapter focuses on the field of coordination-driven self-
assembly as it pertains to discrete, supramolecular rings and 
cages. The evolution of the field is examined through relevant 
historical examples as well as those that elucidate interesting 
aspects of the self-assembly process or its potential 
applications.  Noteworthy current trends in the field are also 
explored.  Included in this review are supramolecular squares, 
triangles, pentagons, hexagons, dodecahedra, octahedra, 
tetrahedra, and other rings / cages. 

Introduction 

Self-assembly is utilized by nature in a variety of its systems. Such 
instances are the result of the evolutionary mechanisms that have been shaping 
the biosphere of our world since the inception of life on Earth.  Amongst these 
natural assembly mechanisms are the self-organization of highly-symmetrical 
viral coats (1,2,3) and the actions of actin filaments in the cytoplasm of our cells 
(3,4).  

In their endeavors to mimic biological self-assembly, one of the more 
prominent avenues that researchers have explored in synthetic self-assembly has 
been that of employing a coordination-driven motif (3,5-11).  The logic behind 
this design strategy relies upon utilizing coordinate covalent (or dative) ligand-
metal bonds, which are generally weaker than nonmetal-nonmetal covalent 
bonds yet stronger and more-directional than the myriad of non-bonding forces 
that one finds in biologically self-assembled systems.  In taking this “middle 
ground” of sorts, researchers have been able to take advantage of the 
directionality / spatial-predictability of ligand-metal bonds, while still allowing 
for a phenomenon known as “self-correction” to occur due to the relative 
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weakness of such bonds (12).  The notion of “self-correction” relies upon the 
ligand-metal bonds being weak enough to continually break and reform until the 
most thermodynamically-favorable product results.  This product is presumably, 
and has often been found to be, the “targeted” two-dimensional macrocycle or 
three-dimensional cage.   

Along these lines, another crucial aspect of the coordination-driven self-
assembly strategy has been the often-employed, predictable-product approach.  
Utilizing complementary subunits with two or more reactive sites apiece, as well 
as exploiting the angles between these sites, researchers have synthesized a 
library of pre-determined supramolecular cycles and cages (3,5-11).  In such 
instances, the term “complementary” indicates the acceptor (metal-based) / 
donor (ligand-based) relationship between the subunits, while the number of 
reactive sites for a given subunit is often described in terms of its “topicity” (i.e., 
a ditopic donor subunit will typically possess two Lewis basic sites, each 
capable of forming a dative bond with a metal.)  In this modular approach to 
assembly, the angular / structural information pre-encoded into the building 
blocks, as well as the ratio in which they are mixed, predetermines the resultant 
cage or macrocycle in terms of identity, shape, size, and potential functionality.  
As a consequence of this approach, it is clear that a certain level of rigidity must 
be possessed by the subunits in order for them to succeed in their mission of pre-
determining supramolecular structure.  If the linkers are too flexible, a different 
structure—or mixture of structures—may result.  It should be noted, however, 
that much work has also been done with more flexible linking units, as well (5).  
Such systems tend to be less predictable.    

Coordination-driven self-assembly has been the focus of a great deal of 
research over the past ~15-20 years (3,5-11), and it has thus resulted in a large 
number of self-assembled supramolecular species, with the number of reported 
products growing steadily and strongly.  Amongst these assemblies have been a 
myriad of two-dimensional rings and three-dimensional cages of all sorts.  In 
this chapter, specific examples that are historically-relevant, particularly 
illustrative of the field and its diversity, and / or conceptually or functionally 
significant will be discussed in order to provide a broad overview of the topic. 

Two-Dimensional Assembly 

As a means of demonstrating the principles of coordination-driven self-
assembly, supramolecular squares are quite useful.  Indeed, such macrocycles 
were amongst the first to be realized due to their conceptual simplicity, and a 
plethora of such species with a wide variety of subunits and functionality has 
been reported as the field has developed (5-8).  There are two primary modes for 
assembling a supramolecular square:  a “four-by-four” methodology and a “two-
by-two” methodology. 

The “four-by-four” methodology in the assembly of supramolecular squares 
is quite common, particularly amongst early examples of such systems.  This 
approach is well illustrated by the first transition metal-based supramolecular 
square, produced by Fujita and co-workers in 1990 (8,13).  Scheme 1 
demonstrates the formation of this square from four palladium(II) ditopic, cis-
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acceptor subunits and four 4,4’-dipyridine ditopic, donor subunits in a water-
alcohol solvent system. 

This reaction proceeds quantitatively to the predicted product, as is often 
the case for coordination-driven self-assembly processes.  Moreover, it overtly 
elucidates the general principles of the design motif, wherein the complementary 
subunits are mixed in the appropriate ratio relative to one another, and these 
subunits pre-determine the angles, dimensions, and shape of the resultant 
product.  In this case, a square was the desired supramolecular shape, so four 
~90° ditopic acceptor units based on square planar palladium(II) were reacted 
with four linear ditopic donor linkers, the 4,4’-dipyridine ligands.  The 
palladium(II) species formed the corners of the square, while the 4,4’-dipyridine 
units acted as the sides.  The product’s identity and properties were predicted by 
the precursors that were utilized. 

Another route to achieving supramolecular squares is one that is less 
commonly envisioned, yet is indicative of the diversity found in the field.  This 
is the “two-by-two” methodology, and it was demonstrated well by the work of 
Stang and co-workers in the mid-to-late 1990’s (14-16).  In this work, both the 
ditopic acceptor and the ditopic donor subunits were based on square planar 
transition metal complexes; the donors incorporated platinum(II) and the 
acceptors incorporated either palladium(II) or platinum(II). Again, the reactive 
sites about the metal were cis- to one another in these tectons, yielding an angle 
of ~90° between them.  With both building blocks being angular, however, the 
need for a linear linking unit was eliminated, as each resultant square consisted 
of two donor corners and two acceptor corners.  The assembly of the earliest set 
of such squares, undertaken in methylene chloride at room temperature, 
illustrates this concept well (Scheme 2; 14). 

 
Scheme 1.  First transition metal-based supramolecular square: four-by-four 

methodology.  Reproduced from reference 8.  Copyright 2005 American 
Chemical Society. 
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It is of interest to note that the design of these systems allowed for the 
synthesis of mixed-metal squares, such as the platinum(II) – palladium(II) 
square seen in Scheme 2, as well as others of a similar nature (15,16).  Utilizing 
this motif, a variety of such species were prepared, including squares based on 
cyano-metal and pyridine-metal coordination, squares with differing terminal 
phosphine ligands on the metal acceptor subunit, and even squares capable of 
complex host-guest chemistry (14-16). 

 
Scheme 2. Two-by-two methodology to form supramolecular squares.  Adapted 

from reference 14.  Copyright 1994 American Chemical Society. 

In 2001, an interesting variation on the “two-by-two” square system was 
also reported by Stang and co-workers (17).  In this work, a less-definite linking 
unit, 4,4’-dithiodipyridine, was used in conjunction with a ditopic, cis-acceptor 
subunit based on square planar platinum(II) to give a “staggered” square 
(Scheme 3). 

While the metal acceptor complex had reaction sites ~90° apart as expected, 
so, in a sense, did the ditopic donor, 4,4’-dithiodipyridine.  It was known that 
4,4’-dithiodipyridine, in solution, exists in two enantiomeric forms that are in 
rapid equilibrium with one another via rotation about the S-S single bond.  
Further, it was known that the C-S-S-C dihedral angle in the two enantiomers of 
this subunit was ~90°.  These facts put the nitrogen atoms of the pyridine groups 
in the molecule ~90° apart (torsion angle-wise) when either enantiomer was 
viewed down the S-S bond axis.  Stang and co-workers made use of this 
conformationally-defined torsion angle as a means of encoding angular 
information into the resultant, “staggered” supramolecular square.  As was 
determined by X-ray diffraction data, the donor linker indeed maintained a C-S-
S-C dihedral angle of ~90° in the final assembly.  This was one of the first 
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instances in which a conformationally-defined angle was utilized as the basis for 
a pre-determined assembly of this type. 

S

S N
N

S

S

N
N

S

S N

N

S

S

N

N

cis-(Et3P)2Pt(NO3)2

4+

4 ( NO3
- )

=  cis-(Et3P)2Pt

 
Scheme 3.  Two-by-two”staggered” square.  Adapted from reference 17.  

Copyright 2001 American Chemical Society. 

Under certain circumstances, particularly those involving more flexible 
subunits, an equilibrium is found between square and triangular supramolecular 
species (5,18-20).  Work by Fujita and co-workers serves to illustrate such 
systems well (5,18).  In this research, square-triangle equilibria are established 
in which the resultant assemblies are based upon the ditopic, cis-acceptor, 
palladium(II) subunit commonly employed by the Fujita group along with a 
variety of flexible, 4,4’-dipyridyl-based linking units (Scheme 4).    

The cause of the equilibria between the two different macrocycles in each 
case has been attributed to the increased flexibility of the organic linker and its 
effects on the thermodynamics of the system (5,18).  The common logic in the 
field is that entropic considerations will generally favor the formation of the 
smallest possible assembly, as this should lead to a greater number of product 
molecules in solution from given quantities of starting materials.  Opposing such 
entropic factors are enthalpic considerations based on minimizing angular strain 
in the system.  When the tectons making up the assembly are more rigid, the 
latter often wins out, and only a single, predictable product results (i.e., a 
square).  In the case of the square-triangle equilibria presented in Scheme 4, the 
reduced rigidity of the “linear” subunits allows for the entropically-favored 
triangle to better compete with the enthalpically-favored square, and an 
equilibrium between the two is established.  In all fairness, however, such an 
argument may well be oversimplified, as such factors as solvent effects, ion-
pairs, and the like are not fully considered.   

Regardless of its source, there is indeed an apparent drive toward smaller 
assemblies.  This is the case even in some instances involving seemingly rigid 
subunits where ring strain should be the over-riding factor. Again, 
supramolecular triangles provide an interesting glimpse into this phenomenon 
(21-23). 
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Scheme 4.  Equilibrium between square and triangular supramolecular species.  

Adapted from reference 5.  Copyright 2000 American Chemical Society. 

To illustrate, Cotton and co-workers were able to synthesize a triangle 
based on a di-rhodium ~90° acceptor subunit and oxalate bridging units (21).  
The di-rhodium complexes served as the vertices of the triangle, while the 
oxalates served as ditopic, chelating sides (Figure 1).  

 
Figure 1.  Supramolecular triangle.  R = p-MeOC6H4.  Adapted from reference 

5.  Copyright 2000 American Chemical Society. 
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According to their report, this structure resulted originally from attempts to 
synthesize an analogous square structure.  The square structure (Figure 2) was 
ultimately realized by a relatively minor modification of the synthetic 
procedures (a change in the relative ratios of the precursors). 

 

 
Figure 2.  Supramolecular square.  R = p-MeOC6H4.  Adapted from reference 5.  

Copyright 2000 American Chemical Society. 

Indeed, logic would tend to dictate that the square structure would be the 
sole product of this type of reaction and that a triangle would not be formed.  
This should be particularly true given the rigid nature of the oxalate linkers.  
Yet, under the initial reaction conditions, a triangle was the isolated species.  In 
this triangle, the oxalates were found to be “bowed” and thus compensated for 
the potential angular strain in the system (21).  Cotton and co-workers were 
initially unable to report the cause of this apparent deviation from product 
prediction and chose not to hazard a guess.  In a later report (22), they revisited 
these triangle and square assemblies and noted that, in solution, an equilibrium 
between the two was possible, and that the existence of the two species could be 
justified based on entropy and enthalpy considerations. 

Another unexpected triangle with rigid and small subunits was reported by 
Stang and co-workers (23).  In this work, pyrazine, a ditopic donor, was reacted 
with a ditopic, cis-acceptor, square-planar platinum(II) complex (Scheme 5). 

N N

PMe3
Pt

F3CO2SO OSO2CF3

Me3P
+

6+

3

3

N

N
Pt

N

N
Pt PtN N

PMe3

PMe3

Me3P

Me3P

PMe3Me3P

CH3NO2

6 CF3SO3  
Scheme 5.  Unexpected triangular species with rigid and small subunits.   

The formation and isolation of a triangular species from such small and 
inflexible subunits, especially considering that the organic sides of the triangle 
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were the relatively tiny pyrazine donors, was quite unexpected.  Indeed, the 
angular strain in such a system should be quite large, yet the smaller triangle 
was still the isolated product. 

Not all triangular assemblies are the result of either inexplicable phenomena 
and / or systems that would be solely squares but for flexible linking units.  In 
fact, pre-designed triangles have also been reported, although they are relatively 
rare.  One such report was made by Ziessel and co-workers, in which three 
iron(II) centers were reacted with and coordinated by three bis-terpyridine-
based, ditopic, chelating ~60° donor subunits (Scheme 6; 5,24). 

This interesting take on coordination-driven self-assembly relied on the fact 
that each iron(II) cation was six-coordinate and thus chelated by two different 
tridentate terpyridyl units of two different linkers.  The iron(II) centers thus 
served as the “glue” in holding together the triangle-defining organic tectons.  It 
should be noted that evidence for a square-like species in the reaction mixture 
was also present.  

 
Scheme 6.  Pre-designed triangle.  Reproduced from reference 5.  Copyright 

2000 American Chemical Society. 
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Aside from supramolecular squares and triangles, a variety of other two-
dimensional species have been synthesized over the past number of years.  
Included amongst these are pentagons and hexagons (Schemes 7 and 8). 

In terms of pentagons and hexagons, the work of Lehn and co-workers 
stands out as being amongst the first syntheses of such systems (5,25,26).  In a 
manner similar to that seen in the work of Ziessel, six-coordinate iron(II) centers  

 

 
Scheme 7.  Supramolecular pentagon.  Reproduced from reference 5.  Copyright 

2000 American Chemical Society. 
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Scheme 8. Supramolecular hexagon.  Reproduced from reference 5.  Copyright 

2000 American Chemical Society. 

serve as the “glue” holding together the organic donor linkers, whose mode of 
attachment is via chelation of three different metals each.  In these cases, each 
iron(II) is chelated in a bidentate fashion by three 2,2’-bipyridine subunits of 
three different donors.  The donor subunits are clearly lacking in terms of 
rigidity, being more like molecular “strings” than the strictly-defined tectons 
seen in previous examples in this chapter.  While this necessarily reduces the 
initial predictability of the reactions’ outcomes, it also allows for a “tuning” of 
the system and the formation of more than one possible product, depending 
upon the starting materials. 

Indeed, Lehn and co-workers were able to produce a supramolecular, star-
like pentagon when the iron starting material was iron(II) chloride (Scheme 7; 
5,26). Additionally, they were able to produce a supramolecular, star-like 
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hexagon when the iron starting material was iron(II) sulfate and ammonium 
hexafluorophosphate was utilized as a means of precipitation (Scheme 8; 5,26). 

Lehn and co-workers were able to reasonably demonstrate, through the use 
of multiple iron(II) starting materials differing only in their counter-anions, that 
the chloride was likely templating the assembly of the pentagonal species.  
Likewise, the sulfate was likely templating the assembly of the hexagonal 
species.  From their studies, it was quite evident that this effect was based purely 
on the dimensions of the anion that was present in the reaction mixture.  The 
pentagon and hexagon produced by Lehn and co-workers fall into the category 
of compounds known as circular double helicates. 

Supramolecular pentagons based upon less flexible subunits and a “five-by-
five”, angle-side approach are quite rare in the literature.  One of the first of 
such species was synthesized by Dunbar and co-workers in 2001 (27).  This 
work involved the reaction of five molar equivalents of [Ni(CH3CN)6][SbF6]2 
with five molar equivalents of 3,6-bis(2-pyridyl)1,2,4,5-tetrazine (bptz) to give a 
pentagonal assembly of the formula [Ni5(bptz)5(CH3CN)10][SbF6]10.  Figure 3 
shows the structure of the resultant pentagon, as well as the fact that one of the 
SbF6

- anions occupies its central cavity as a guest.   
In this structure, each of the five bptz donor units bonds to two different 

nickel(II) centers via bidentate chelation at each metal.  Each nickel center has 
an octahedral-like, six-coordinate geometry, with two different bptz ligands 
chelating it and two solvent acetonitrile molecules bonded to it in a cis-fashion 
as monodentate ligands.  Given that the ideal angles at the vertices of a pentagon 
should be ~108° and that the angles at the vertices of this structure are ~90°, it 
might seem odd that a pentagon would result instead of a square.  Indeed, in the 
presence of the correct anion, a smaller anion, such systems have been found to 
give square assemblies (28,29).  It is the large SbF6

- and its templating effects 
that allowed for the synthesis of the pentagonal species.  Any possible angular 
strain that could be developed in the structure by deviating from ideal angles is 
largely alleviated via a bending of the organic linking units.  A series of further  

 
Figure 3.  Supramolecular pentagon formed with five-by-five methodology. 

Reproduced from reference 27.  Copyright 2001 American Chemical Society. 

and more detailed studies on this type of system has been published by Dunbar 
and co-workers in the recent past (29). 

D
ow

nl
oa

de
d 

by
 O

H
IO

 S
T

A
T

E
 U

N
IV

 L
IB

R
A

R
IE

S 
on

 J
un

e 
27

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 D

ec
em

be
r 

20
, 2

00
9 

| d
oi

: 1
0.

10
21

/b
k-

20
09

-1
02

5.
ch

01
3

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



260 

Supramolecular hexagons via either a “three-by-three” angle-angle 
approach similar to that of the “two-by-two” squares or a “six-by-six” angle-side 
approach similar to that of the “four-by-four” squares are much more common 
than the “five-by-five” pentagons (5,30-33).  As such, a host of research into 
these types of systems appears in the literature, and many interesting species 
abound. 

Some of the most recent work of Stang and co-workers gives insight into 
the wide array of possibilities available for such hexagonal assemblies, and, 
more generally, for the modular approach to self-assembly itself (30-33).  One 
such set of systems is a pair of “three-by-three” angle-angle self-assembled 
hexagons incorporating three crown-ethers on their peripheries (Scheme 9; 33). 

These hexagonal assemblies each comprise three ~120° ditopic donor 
corner units datively-bound to three ~120° ditopic platinum(II)-based acceptor 
corner units.  In both hexagons, the same donor linker is utilized, which is also 
the subunit that possesses the covalently-attached crown-ether substituent.  The 
differences between the two arise solely from the acceptor corner units that are 
employed.  In both assemblies, the host-guest capacity of the peripheral crown-
ethers is exploited via the inclusion of a single dibenzylammonium guest in each 
of the ethers.  Significantly, the same two hexagons were each synthesized in 
three ways: (i) by forming the supramolecular species first and then establishing 
the host-guest adduct second; or (ii) by forming the host-guest crown ether-
dibenzylammonium adduct first and the assembled species second;  

 

 
Scheme 9.  Supramolecular hexagons formed with three-by-three angle-angle 

methodology.  Adapted from reference 33.  Copyright 2007 American Chemical 
Society. 
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or (iii) in a single preparative step in which all three components are present 
from the onset.  Stang and co-workers have also synthesized similar “three-by-
three”angle-angle hexagons and the corresponding “six-by-six” angle-side 
hexagons with a variety of other peripheral substituents, ranging from attached 
ferrocene groups (30) to an assortment of dendrimeric groups (31,32). 

Three-Dimensional Assembly 

As the field of coordination-driven self-assembly has progressed and its 
precepts have become better understood over the years, it seems only reasonable 
that it would begin to transition from two-dimensional rings to three-
dimensional cages.  Indeed, this has occurred in earnest.  To date, the number 
and variety of such species have grown so large (3,5,7,8,10,11), that it is beyond 
the scope of this work to do full justice to the diversity of the field.  That said, 
certain three-dimensional, self-assembled species stand out as prominent 
contributors to the development of the field.  These will be highlighted, as will 
some of the more recent research endeavors of note.       

Serving as an example of how far the three-dimensional self-assembly motif 
can go, Stang and co-workers synthesized two of the largest, discrete, self-
assembled entities to date:  a pair of dodecahedra (34).  These species were 
produced via the reaction of twenty equivalents of tris(4-pyridyl)methanol with 
thirty equivalents of a linear platinum(II)-based, ditopic acceptor (Scheme 10).   

 
Scheme 10.  Three-Dimensional self-assembly of dodecahedral species.  
Adapted from reference 3.  Copyright 2002 American Chemical Society. 

The tris(4-pyridyl)methanol building blocks, being tritopic ~109.5° donor 
units, provided the vertices of the dodecahedra as well as the appropriate pre-
encoded angular information for the systems.  The linear ditopic acceptor 
subunits, which were different for the two different dodecahedral products, 
accounted for the sides of the assemblies.  As a consequence of the large number 
of components that came together during the assembly processes, these 
dodecahedra both reached easily into the nanoscale range, with the smaller of 
the two having a diameter of ~5.5 nm and the larger a diameter of ~7.5 nm.  
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Indeed, the latter of the two was visible under transmission electron microscopy 
(Figure 4). 

 
Figure 4.  Transmission electron microscopy of dodecadral species with a 

diameter of ~7.5 nm.  Reproduced from reference 34.  Copyright 1999 American 
Chemical Society. 

Another crucial set of products in the development of the three-dimensional 
branch of self-assembly was the octahedral species of Fujita and co-workers 
(8,35-41).  The first of such species was the result of the reaction of a 
palladium(II)-based, ditopic, ~90° acceptor complex and a tritopic, ~120°, 
planar, donor linker in a 3 : 2 ratio (Scheme 11; 8). 

This architecture was water-soluble and characterized fully, including via 
X-ray crystallography.  The palladium acceptors constituted the vertices of the 
octahedron, while the tritopic planar linkers spanned every other face.  Formally, 
this species possessed a symmetry that was tetrahedral, as opposed to having a 
true octahedral symmetry, due to the every-other nature of the faces (8).   

Significantly, such assemblies were found by Fujita and co-workers to have 
a number of interesting application-based properties, due largely to the 
hydrophobic nature of their cavities (35-41).  Included amongst these uses were 
a platinum(II)-based analog that served as a “molecular lock” (37), host-guest 
complexes with such octahedra acting as the hosts (35-37,40,41), the catalysis / 
promotion of reactions by these cages (38,41), and the isolation of fleeting 
intermediates in the cavities of such assemblies (40).   
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Scheme 11.  Three-dimensional self-assembled octahedral species.  Adapted 

from reference 8.  Copyright 2005 American Chemical Society. 

Also serving as a prominent step in the growth of three-dimensional 
assembly was the work of Raymond and co-workers, particularly in the area of 
synthesizing a variety of supramolecular tetrahedra (10,11,42-47).  One such 
assembly is presented in Figure 5 (42). 

 
Figure 5.  Three-dimensional self-assembled tetrahedral species.  Reproduced 

from reference 42.  Copyright 1998 American Chemical Society. 
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This particular tetrahedron incorporated six-coordinate iron(III) centers as 
vertices, each chelated in a bidentate fashion by the ends of three different 
organic linkers.  The organic linkers had two bidentate chelating sites apiece, 
each bonding to a different iron(III) ion in the structure.  In all, there were a total 
of six of such donor units and four of the metal acceptor centers constituting the 
tetrahedron.   

This was but one member of a wide array of similar tetrahedra synthesized 
and characterized by Raymond and co-workers (10,11,42-47).  The design motif 
remained fairly constant between the various systems, and the metals involved 
were typically either iron(III) or gallium(III).  An interesting feature of these 
assemblies was their ability to act as hosts in host-guest complexes.  Indeed, the 
tetrahedron shown in Figure 5 was found via X-ray structural analysis to possess 
a tetraethylammonium cation as a guest in its central cavity.  Such tetrahedra are 
currently still under study by Raymond and co-workers and have provided a 
number of valuable insights into supramolecular phenomena, particularly into 
the host-guest properties and other unique applications of these entities (11,44-
47). 

Aside from early examples relevant to the evolution of three-dimensional 
assembly, there have also been a number of more recent advances in the field 
that are quite noteworthy.  Amongst this group are the self-recognizing trigonal 
prisms of Stang and co-workers (12) and the interpenetrating cylinders of Fujita 
and co-workers (48). 

Stang and co-workers recently published work in which a ditopic “clip”, 
based upon an anthracene backbone possessing two parallel, platinum(II), 
monotopic acceptor sites, allowed for a self-recognition phenomenon when 
mixed simultaneously with two different tritopic, ~109.5° donor subunits in the 
appropriate ratios (12).  The structural differences between the two different 
donor units were primarily founded upon the relative sizes of the two linkers, 
and their concurrent reaction with the “clip” led to two distinct trigonal prism-
like species as the primary products of the reaction (Scheme 12). 

 
Scheme 12.  Three-dimensional self-assembly of trigonal prism-like species.   

Adapted from reference 12.  Copyright 2008 American Chemical Society. 

Of the two cages, one consisted exclusively of the “clip” and the smaller of 
the two donor subunits in a three-to-two ratio, while the other consisted 
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exclusively of the “clip” and the larger of the two donor subunits in the same 
ratio.  It should be noted that the self-recognition phenomenon was not entirely 
perfect, although close, as there were apparent signs of very minor 
oligomerization products remaining in the final reaction mixture. 

Another recent example of intriguing research into the realm of three-
dimensional self-assembly was the work of Fujita and co-workers concerning 
interpenetrated cylinders (48).  In contrast to the systems of Stang and co-
workers above (12), Fujita disallowed a similar self-recognition phenomenon by 
including templating, aromatic guests in his one-pot syntheses of cylindrical 
assemblies.  Indeed, each cylinder was composed of three linear, ditopic donor 
subunits clipped to two tritopic, ~120° planar, donor subunits via cis-ditopic, 
palladium(II)-based acceptor clips.  The resultant assemblies were all found to 
be doubly-interpenetrated, and the aromatic molecules served as templating 
guests within the cages’ cavities of interpenetration.  A representative example 
of such a system is shown in Scheme 13. 

 
Scheme 13.  Three-dimensional self-assembly of interpenetrated cylinders(note: 

actual synthesis was necessarily one-pot).  Adapted  from reference 48.  
Copyright 2008 American Chemical Society. 

The host-guest interactions, and guest-guest interactions where applicable, 
in such systems were largely the result of π-stacking phenomena, leading to the 
multiply-stacked-aromatic assemblages.  These unique structures were 
characterized by X-ray crystallography and / or NMR spectroscopy. 

Conclusions and Outlook 

As it is currently progressing, coordination-driven self-assembly is a truly 
burgeoning area in the field of chemistry.  Indeed, the number of researchers 
involved in this topic, either directly or indirectly, has seen a tremendous growth 
since its inception and continues to rise on a yearly basis.  As such, this chapter 
has been formulated in such a manner as to provide a “flavor” of the field in 
terms of its history, its more prominent developments, and its underlying 
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principles.  In so doing, an array of two-dimensional and three-dimensional 
systems that represent some of the most relevant and important advancements in 
the area to date has been presented.  Where appropriate, potential applications 
for such systems have also been noted.   

It is in this final category, that of applications, that the field has the highest 
likelihood of substantive, further development.  While the number of structures 
that have been synthesized is vast, the number of true applications for these 
structures is still relatively small.  Given the modular approach of the 
methodology, as well as the well-established research base that is now in place, 
it is reasonable to assume that applications will be the next frontier in the area.  
Examples of host-guest chemistry already abound, and the possibility of 
“molecular machines” has already been hinted at (37).  Some examples of 
reaction promotion and catalysis have appeared in the literature, as well.  In 
many publications, references have been made to the bio-mimicking nature of 
the paradigm, and it is reasonable to assume that more strides will occur in this 
direction, too.  Indeed, with its inherent advantages over multi-step covalent 
synthesis and its current popularity, the field of coordination-driven self-
assembly will likely be a substantial and productive part of the chemical world 
of the future.   
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Chapter 14 

Fluorescent Responsive Probes for 
Oligonucleotide Detection 
Angel A. Martí,1 Nicholas J. Turro2 

1 Department of Chemistry, Rice University, Houston, TX 77054 
2Department of Chemistry, Columbia University, New York City, 

New York 10027 

A wide variety of probes have been designed and synthesized 
for detecting oligonucleotides and polynucleotides in vivo and 
in vitro. Of these, molecular beacons (MBs) and binary probes 
(BPs) have shown particular applicability to specific problems 
such as mRNA tracking, single nucleotide polymorphism, and 
polymerase chain reaction quantization. MBs are hairpin 
oligonucleotide probes, containing a fluorophore and a 
quencher, that change their fluorescent properties upon 
binding to a given target. BPs, on the other hand, consist of 
two fluorophore-containing oligonucleotide strands that 
hybridize to adjacent regions of a target sequence, thus 
favoring energy transfer between the neighboring 
fluorophores. These probes have been extensively studied and 
modified to enhance their detection characteristics using 
different dye combinations, three-dye arrays, excimer-forming 
molecules and metal complexes. The design, applicability and 
advantages of these probes for the detection and tracing of 
oligonuclotides in different media will be discussed. 
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The use and development of probes to obtain information about systems 
that otherwise would be impossible to study has become a major landmark of 
modern science and engineering (1). Probes to study the Earth’s outer 
atmosphere, the solar system, as well as the depths of the ocean have revealed 
important information, which has expanded our understanding about these 
environments. We can find excellent examples of probes in nature. Our five 
senses allow us to probe and sense our surroundings. At the microscopic level, 
our immune system is constantly probing our body, in search for viruses and 
infections, and different organs in our body incessantly monitor the level of a 
variety of components in our blood stream such as sugars, lipids and 
electrolytes, which play a vital role in their regulation. 

Artificial nanoscopic probes, based on single molecules (2) and/or polymers 
(3), have been synthesized for the purpose of probing different species such as 
ions (4), viruses (5), and DNA (6). These probes are usually designed so they 
recognize and/or interact with the species of interest, based on the 
complementarity of their physicochemical properties; this complementarity can 
arise from hydrogen bonding, complexation, hydrophobic interactions, 
morphological and topological considerations, etc. In the case of oligo and 
polynucleotide probes, the design is commonly based on the hybridization of a 
target DNA or RNA sequence to an artificial oligonucleotide probe made 
complementary to the target sequence (6-10) (throughout this chapter the term 
“oligonucleotide” will be used for short DNA or RNA strands of less than 30 
bases long, whilst the term “polynucleotide” will be used for larger molecules 
such as full-length RNA (6)). These hybridization probes generally contain a 
reporter group (usually a fluorescent molecule), which presents some change in 
their physical properties when the probe binds to the target (11). During this 
chapter we will describe the design and properties of two popular hybridization 
probes: molecular beacons (MBs) and binary probes (BPs). This will yield a 
general view of how hybridization probes can be used to study and detect DNA 
and RNA with high specificity and sensitivity in different media.  

Molecular Beacons 

MBs have gained special attention since their development by Tyagi and 
Kramer in 1996 (7). A standard MB is composed of an oligonucleotide strand 
possessing a fluorophore and a quencher at its opposite ends (12). The strand is 
composed of a loop, which is complementary to a target DNA or RNA 
sequence, and a stem part composed of short self-complementary sequences at 
opposite sides of the strand, which keep the MB in the “closed” conformation in 
the absence of a target (Figure 1(a)). In this “closed” conformation, the 
fluorophore (F) and the quencher (Q) are close to one another and excitation of 
F does not result in any fluorescence, since it is quenched by energy transfer to 
Q (13). In the presence of a target, the loop and the target hybridize, disrupting 
the MB stem-loop conformation and spatially separating the fluorophore and the 
quencher, resulting in a strong fluorescence emission (Figure 1(b)). 
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Figure 1. (a) “Classic” MB in the “closed” conformation, (b) and in the 

“open” conformation when hybridized with target; (c) steady-state fluorescence 
spectra of a MB before adding target (solid line) and after the addition of target 

(dashed line). 

The design and synthesis of efficient MBs for the detection of DNA and 
RNA strains require the careful tuning of some factors:  
 
1. Self-complementary region (stem) – The sequence of the MB stem 

determines the hairpin melting point (7). For example, a stem with a small 
number of complementary G-C base pairs would result in a low stem 
melting point, favoring non-specific opening of the MB and increasing the 
background fluorescence. On the other hand, a stem with a large number of 
complementary G-C base pairs may have a relatively high melting point 
that can slow the hybridization kinetics with the target. Care should be 
taken to avoid complementarity between the stem and any region in the 
loop, which would lead to an incorrect hairpin structure. Furthermore, the 
formation of the hairpin structure will also depend on the salt concentration; 
usually 5mM MgCl2 is enough to keep the MB in the “closed” conformation 
when no target is present (7).  A final general consideration concerning the 
stem sequence is that G residues should not be placed nearby the 
fluorophore, since they tend to quench its fluorescence (14). 

2. Anti-sense region of the MB (loop) – In general terms the size and the 
sequence of the loop affects the equilibrium constant between the hairpin 
and the random coil conformation of the MB. It has been shown that this 
equilibrium constant generally decreases with the loop size and the rigidity 
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of the sequence (e.g., poly A sequences are more rigid than poly T 
sequences and possess smaller equilibrium constants for the same number 
of bases) (15). Ideally, some MBs 15 to 30 nucleotides long, targeting 
different sequences should be synthesized, and then tested to identify those 
that match the efficiency criteria (Signal-to-background ratio (S/B) > 10).  

3. MB reporter (fluorophore) – A bright fluorophore is desirable since photon 
detection determines the S/B for any MB. The factors that favor an intense 
fluorescence emission are a high absorption extinction coefficient and high 
quantum yield (16), which would maximize light absorption by the MB and 
the fluorescence emission efficiency, respectively. 

4. “Deactivation region” of the MB (quencher) – Several mechanisms can 
operate to reduce or eliminate the fluorescence by a quencher; the most 
common are fluorescence resonance energy transfer (FRET) and dynamic 
or collisional quenching (17). An optimum FRET quencher would have an 
absorption band with a high extinction coefficient overlapping the emission 
spectrum of the fluorophore (18); an optimum dynamic quencher is one that 
is not repelled from the fluorophore by electrostatic interactions and that 
can collide easily and frequently with it. The amount of dynamic quenching 
can be optimized by selecting the length of the linker from the fluorophore 
and the quencher to the MB.  

5. Complementary or anti-sense sequence of the MB (target) – The target 
sequence must contain as little secondary structure as possible. This is 
especially important for RNA macromolecules, which are rich in secondary 
structure (19). Programs such as mFold (20) are used to predict the 
occurrence of these single-stranded regions, low in secondary structure. 

The “classical” structure of a MB has evolved into different designs with 
improved and extended properties (14,21-28). A logical step in the evolution of 
MBs is the use of different dye combinations to improve their detection 
capabilities. A brief list of examples of MB with different architectures and 
properties can be found in Figure 2. These designs have found applications in 
the  detection  of  single  nucleotide  polymorphism  (SNP)  (29,30), tracing 
bioterrorism agents (31), in polymerase chain reaction (PCR) (7,22,32), and for 
cell imaging (33,34), among others.  
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Q

F2

P P P Q

F2

F2

F3

P

Wavelength-shifting MBs
contain two fluorophores close 
to one another at the same
end of the strand providing
efficient energy transfer.
Different fluorescence outputs
under the same excitation
source can thus be obtained
by changing F2 whilst leaving
F1 constant (22).

Three-dye MBs are composed 
of three fluorophores arranged
in such a way that energy is
transferred from F1 to F2 and
subsequently to F3 in an energy
transfer cascade. Varying the
distance between the
fluorophores produces different
spectral profiles, which allows
the design of MBs with different
fluorescence signatures just by
varying the distance between
the fluorophores (21).

Two-dye MBs contain two
fluorophores at different ends
of the MB. This produces a
different fluorescence output in 
the presence and absence of
the target due to FRET.
Ratiometric analysis can be
used in these kinds of MBs to
improve the S/B ratio (14, 24).

MBs with fluorescent bases do 
not contain fluorophores
attached at both ends of the
strand but fluorescent bases
within the MB backbone. These
fluorescent bases undergo a
change in their fluorescence
properties upon changes in
hybridization, producing a
different fluorescence signature
in the absence and presence of
target (23).

Excimer-monomer switching
MBs contain pyrene groups at
opposite sides of the strand.
When the MB is in the absence
of target, the pyrene groups are
close to one another, prompting 
the formation of excimer
emission. When the target
hybridizes with the MB, the
pyrene groups are apart from
one another and only emission
from the monomer is observed
(25).

Multiple-pyrene labeled MBs
contain two or more pyrene
groups at one end of the MB and 
a quencher at the other end. The 
close distance between the
pyrene groups produces excimer 
emission in the presence of
target; in the absence of target
the MB is "closed" and the
excimer emission is quenched
by the close proximity to the
quencher (26).

Triplex MBs can form a triplex
structure between the stem and 
a single strand with the right
sequence. This extra strand
possesses one or two
quenchers, which decrease the
background fluorescence in the
closed MB. When the MB
interacts with the
complementary strand it opens
and releases the extra strand
containing the quencher thus
producing a pronounced
increase in the fluorescence
observed (27).

Quadruplex-based MBs
possess a stem sequence that
allows for the formation of a
quadruplex structure. This
quadruplex formation is very
sensitive to cation
concentration allowing the
modulation of the stability of the 
stem by changing the ionic
strength of the solution (28).

F1

Q

Q

F1

QF1

F1

F1 F1

 
Figure 2. Examples and description of different MBs. 

Binary Probes 

BPs are also hybridization probes, but in contrast to MBs, they are 
composed of two different oligonucleotide strands (35,36). A fluorophore donor 
is attached at one strand of the BP whilst a fluorophore acceptor is attached at 
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the other strand. The two strands are complementary to adjacent regions of a 
target in such a way that upon hybridization with it, the fluorophores are brought 
close to one another and FRET occurs from the donor to the acceptor 
fluorophores (Figure 3), displaying principally acceptor fluorescence. In the 
absence of the target, the fluorophores are apart from one another and only 
fluorescence from the donor is observed (35-42). 

 
Figure 3. (a) BP before the addition of target, (b) and after the addition of 

target; (c) steady-state fluorescence spectra of a BP before adding target (solid 
line) and after the addition of target (dashed line). 

As in the case of the MBs, the properties of BPs can be tuned by adjusting 
some parameters during their design and synthesis. Some considerations that can 
be taken into account in the design of BPs in order to improve their performance 
are: 

1. Probe sequences – These sequences are designed such that they hybridize 
selectively with the target. The size of the sequence is important, i.e., very 
long probe sequences will increase the hybridization time, whilst relatively 
short ones may not produce a very stable hybrid, diminishing FRET and 
hence the intensity of the signal, and reducing the S/B ratio. In our 
experience, PNs 16 to 20 units long provide an acceptable balance between 
hybridization rate and stability at room temperature (19,39). The salt 
concentration is also important and usually 100 mM NaCl is appropriate for 
most applications. The counter cations of the salts aid in the folding of the 
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secondary structure by shielding the charge of the nucleotides phosphate 
groups, thus reducing the electrostatic repulsion.   

2. Fluorophores – The fluorophores are selected to maximize the efficiency of 
the FRET. One of the factors to take into account to obtain efficient FRET 
is the overlap between the fluorescence emission of the donor and the 
absorption spectrum of the acceptor (the overlap integral) (37,39). 
Furthermore, since the absorption spectrum in the overlap integral is 
expressed in extinction coefficient units, the best acceptors tend to be those 
with high extinction coefficients (i.e., those that absorb light more 
efficiently). Another consideration is the fluorescence quantum yield of the 
donor; fluorophores with quantum yields near unity are the best in terms of 
facilitating FRET. The major factor governing FRET is the distance 
between the dyes (18,39). Theoretically, a short distance between the 
fluorophores should give a very efficient FRET; however if the dyes are too 
close to one another intermolecular collisions might quench the excited 
state of the donor before FRET occurs (17). To avoid this, BPs are usually 
designed with ca. 5 bases spacing the dyes when hybridized to target, so 
they are still close to allow FRET, but far enough to avoid collisions (39). 

3. Target sequence - If biomolecules such as mRNA are targeted, it is 
important to select a region low in secondary structure, to avoid competition 
with the binding of the probes (19,39). It is also important to consider the 
ratio between the concentration of probe and the target. Contrary to MBs, 
where the target can be in excess in comparison with the amount of probe, 
BPs are more efficient when the probe to target ratio is close to unity (6,39); 
if the probe to target ratio changes markedly from unity, some of the probes 
would be distributed randomly among the target strands (<1) or free in 
solution (>1) and not necessarily close to one another. This would diminish 
FRET and consequently decrease the S/B ratio.  
BPs have found applications in real-time monitoring of in vivo 

transcriptional mRNA synthesis (38), mRNA visualization in living cells (37), 
and gene translocation detection (36). An advantage of BPs in comparison with 
MBs is that they cannot present false positive detection (6,39). It has been 
observed that when MBs are injected in certain cells they present non-specific 
signals, i.e., they might show a positive detection signal even in the absence of 
the target sequence (43,44). This is because it is difficult to predict how MBs 
might interact with other components of the cell, which may cause a non-
specific opening of the stem region, and detection of a false signal (6). 
Conversely, BPs do not present non-specific signals since the signal of a BP 
depends on both parts of the probe being in close proximity. Since the 
probability that this event occurs in the absence of target is very small, a positive 
detection signal will only arise upon specific target detection. On the other hand, 
some advantages of MBs over BPs are that their response times are usually 
faster, their detection signals are stronger, and their interactions with the target 
produce more stable hybrids (6). However, rather than compete, the properties 
of these probes complement each other allowing their use in a variety of 
applications. Figure 4 presents some examples of BPs with different structures 
and properties. 
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F1

F2

P

P

Ru

F

F2

F2

Two dye BPs are
composed of two
oligonucleotides, with
each strand containing
either a fluorophore
energy donor (F1) or
acceptor (F2). When
hybridized to target, the 
two strands come into
close contact, placing
the fluorophores close
to one another and
promoting FRET (37,
39).

Pyrene BPs contain
pyrene groups attached
to each of the two
oligonucleotide strands. 
In the absence of target
the probes only present
pyrene monomer
emission; however,
when hybridized to
target, the pyrene
groups are close to one
another and excimer
fluorescence emission
is obtained (19).

Ru-Cy5 BPs possess a
ruthenium complex (Ru) as
an energy donor and a Cy5
fluorophore (F) as an energy
acceptor. When the probes
are free in solution only
emission from the ruthenium
complex is observed. When
the probes are bound to
the target, spin-forbidden
energy transfer from the
ruthenium complex triplet
state to the Cy5 singlet state
occurs, producing a delay in
the fluorescence emission of 
the latter (40).

Three-dye BP architecture
is formed by a three
fluorophore arrangement in
which energy is relayed from 
a fluorophore (F1) to the
acceptor (F3) through a
second fluorophore (F2).
This allows less overlap
between the emission
signals and a reduction in
the direct excitation of the
acceptor (39).

C-probes also bear the
basic structure of BPs but
the two probe chains are
linked by a long
oligonucleotide chain. This
linker is large enough to
preclude FRET in the
absence of target; however, 
in the presence of target, it
improves the hybridization
kinetics by keeping both
probe strands bound
together (42).

PEG-linked BPs use
poly(ethylene glycol) to
bridge together the two
BP segments. The two
linked segments are
apart enough to prevent 
FRET in the absence of
target. Because the two
PB segments are
bound together,
hybridization of one of
them to the target
facilitates the binding of
the other (41).

F1

F1

F1

F2

F3

 
Figure 4. Examples and description of different BPs. 

Case Study: Oligonucleotide and Polynucleotide Detection in Highly 
Fluorescent Background Media   

The aforementioned probes allow the detection of oligo- and 
polynucleotides with high selectivity and sensitivity in buffer solution or non-
fluorescent media. However, as discussed above, it is also of interest to detect 
DNA and RNA in cellular and other biological fluids, which often contain 
intrinsic fluorescence (19,40). This fluorescence precludes the effective 
detection of the probes by substantially increasing the amount of background. 
Fluorescence lifetime measurements of cellular and biological fluids have 
shown short lifetimes of the order of 3 to 8 ns (6,19,40). The short-lived 
fluorescence of these media allows their discrimination with respect to the 
fluorescence of longer-lived probes with the use of time-resolved emission 
spectroscopy. This technique allows the detection of emission spectra at specific 
times after light excitation. Figure 5 shows the concept of time-resolved 
emission spectroscopy. The background of the cellular medium decays at a 
faster rate than the fluorescence of the probes. Taking the time-resolved 
emission spectrum (TRES) after the fluorescence of the background has 
decayed, allows us to selectively monitor the fluorescence of the probes without 
the interference of other fluorescent species.  

Figure 6a shows the standard fluorescence spectra (steady-state spectra) for 
an inorganic-organic hybrid BP composed of a Ru complex as the energy donor 
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and an organic energy acceptor, an indodicarbocyanine dye (Cy5) (Same as 
Figure 4 Ru-Cy5 BPs) (40). Figure 6b shows the steady-state fluorescence 
spectra for the same set of probes in the presence of a strongly fluorescent cell 
medium background. When comparing Figures 6a and b, it is possible to 
distinguish that the fluorescence background in Figure 6b is dominating the 
spectra, which prevents the sensitive detection of the probes. Since in this probe 
the energy is transferred from the triplet excited state of the Ru complex to the 
singlet excited state of the acceptor, the transition is spin-forbidden. This has the 
effect of slowing the rate of energy transfer, which results in a delay in the 
fluorescence decay of the Cy5 energy acceptor. Because the fluorescence decay 
of Cy5 is now spread over a longer time scale, it is possible to detect the 
fluorescence of Cy5 without the interference of the fluorescent background (40). 
Figure 6c shows the TRES of Ru-Cy5 probes time-gating the detection from 59 
to 77 ns. Figure 6c closely matches Figure 6a, practically eliminating all the 
fluorescence background observed in Figure 6b. 

Time-resolved fluorescence spectroscopy is a technique allowing one to 
discriminate short-lived fluorescent backgrounds from probes with long-lived 
luminescence decays. This technique has proven efficient in the detection of 
RNA in cell extracts from Aplysia californica (19), platelet-derived growth 
factor in Dulbecco’s cell-growing medium (45), and oligonucleotides in highly 
fluorescent backgrounds (40). Additionally, the growth of the fluorescence 
lifetime imaging (FLIM) field opens new opportunities for the use of these 
probes for in vivo applications (46,47). This technique presents an alternative for 
the detection of different species, especially proteins and polynucleotides, in 
living cells and tissues.  

 

 
Figure 5.  Fluorescence time-decay profiles for the strongly fluorescent cell 

medium (solid line) and Ru-Cy5 probes (dashed line). The observed 
fluorescence decay of Cy5 after spin-forbidden energy transfer is longer-lived 

than the fluorescence of the medium, allowing one to time gate the fluorescence 
detection to monitor the probes after the fluorescent background from the 
medium has decayed (for clarity, only the longer-lived components were 

included in the figure. For more information see reference (40)). 
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Figure 6. (a) Steady-state luminescence spectra of Ru-Cy5 probes in buffer 

solution, (b) in highly fluorescent cell medium, (c) and TRES from 59 to 77 ns in 
the absence (solid line) and presence of target (dashed line). Modified from 

reference (40)). 
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Conclusions 

The detection of DNA and RNA is of great importance in areas such as 
molecular biology (7,22,32,36,38), neurobiology (19), medicine (5,36,48), and 
home-land security for bacterial agent detection (31), among others. 
Hybridization probes such as MBs present good sensitivity, fast response time 
and have been widely used in a variety of different applications which is a good 
indicator of their usefulness and efficiency (6). BPs on the other hand are more 
specific (they do not present non-specific detection) and are easier to synthesize 
(39). These characteristics have made MBs and BPs important tools for the 
detection of DNA and RNA in vivo and in vitro. Nevertheless, further 
improvement of these probes would be necessary to achieve routine detection of 
pico and femto molar concentration of target in different media. The use of more 
intensely fluorescent dyes such as Quantum dots (49,50), may be useful for the 
design and synthesis of more sensitive probes. Also, the use of time-resolved 
emission spectroscopy with long-lived dyes such as pyrene (19,45), luminescent 
transition metal complexes (40), and lanthanide chelates (51) in combination 
with FLIM (46,47), presents an important alternative for the detection of 
oligonucleotides and polynucleotides in strongly fluorescent media.  
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Chapter 15 

Artificial Photosynthesis 
James T. Muckerman1,2 and Etsuko Fujita1 

1Chemistry Department, Brookhaven National Laboratory,  
Upton, NY 11973 

2Center for Functional Nanomaterials, Brookhaven National Laboratory, 
Upton, NY 11973 

Research in artificial photosynthesis seeks to replicate the 
natural process of photosynthesis that converts water and 
carbon dioxide into carbohydrates and oxygen using sunlight 
as the energy source. The visible-light driven splitting of water 
into hydrogen and oxygen and the production of methanol 
from CO2 reduction are sometimes included in the definition. 
There are two distinct approaches to artificial photosynthesis: 
structural models vs. functional models of the natural systems. 
We are pursuing functional models as exemplified in recent 
work on hydrogenase-inspired catalysts for H2 production. 
The function of the chlorophyll arrays in plants might be 
replaced with a suitable band-gap-narrowed semiconductor 
photoanode in an electrochemical cell with an attached 
molecular multi-electron water oxidation catalyst. The role of 
the NADH co-factor as the carrier and donor of two electrons 
and a proton might be replaced by a photogenerated hydride 
donor to carry out the function of Photosystem I. Here we 
briefly review the catalytic production of oxygen, hydrogen 
and methanol from water and carbon dioxide using transition-
metal complexes as catalysts, and we describe progress in our 
recent work and that of others. 
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Introduction 

In 2003 the worldwide energy consumption was 14 TW. By 2050 it is 
projected to increase at least two-fold (to ca. 30 TW) owing to economic and 
population growth, even after substantial decreases in energy utilization due to 
technological improvements in energy production, distribution, end use and 
conservation are considered. Solar energy is the most abundant source of energy 
available; the energy from sunlight that strikes the earth in only one hour is 
equivalent of all the energy currently consumed from various sources on the 
earth in a whole year! (1)  While solar energy can been captured and utilized by 
biomass and photovoltaics, less than a few percent of fuels and electricity are 
currently provided by sunlight. Electric energy generation by photovoltaics is 
currently an order of magnitude more expensive than conventional energy 
generation using fossil fuels (i.e., coal, gas, oil), but the supply of fossil fuels is 
undoubtedly limited. When oil and gas reserves are depleted, coal will have to 
be used, and the combustion of coal produces even more CO2 than petroleum-
based fuels. This will create an unprecedented level of global warming owing to 
a rapid increase in CO2 emissions into the atmosphere. Ethanol production from 
biomass may be in principle “carbon neutral”, and has been heavily subsidized 
by federal/local government policies that are supporting a burgeoning industry, 
but it threatens food resources as production is scaled up to meet demand. 
Moreover, according to two recent full-cycle analyses of the global 
environmental cost of the production of almost all biofuels used today, they lead 
to even more CO2 emission than conventional fuels (2,3). 

Until technological breakthroughs for solar-to-fuel conversion are achieved 
or costs of fossil-based energy become higher, solar energy is not likely to play 
a large role in power generation. While photovoltaic-electrolyzer systems offer 
some promise, they currently require an expensive solar collector and a large 
amount of platinum for electrodes. Moreover, we do not have efficient enough 
batteries to store solar-generated electricity for night use on a global scale. 
These considerations have led many researchers to consider solar generation of 
fuels (stored in the form of chemical bonds such as hydrogen from water and 
methanol from CO2) as the best and essential solution for meeting global energy 
needs in an environmentally responsible manner. While sunlight-driven water 
splitting or CO2 reduction to methanol/methane remains a formidable problem, 
we need to be searching now for breakthroughs and to develop cost-effective, 
carbon-neutral, energy systems that produce clean and sustainable energy. 
Energy is an essential resource needed for solving any of the problems facing 
humanity, and chemists and material scientists can make a large contribution 
toward solving these problems during the next few decades. 

Hydrogen is a clean energy source and does not emit CO2 into the 
atmosphere. Hydrocarbons (fossil fuels and biomass) and water are the only two 
pools of hydrogen atoms on Earth that can sustain long-term, large-scale 
hydrogen production (4). The use of water requires energy (i.e., for the net 
reaction 2 H2O → 2 H2 + O2, ΔG° = 4 × 1.23 eV per electron/hole (e−/h+) pair = 
113.4 kcal/mol of gaseous O2 at STP), but it is also environmentally benign, 
does not contribute to the accumulation of greenhouse gases, and does not 
compete for valuable and limited hydrocarbon (or agricultural) resources. 
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Furthermore, it provides CO-free H2 for polymer electrolyte membrane (PEM) 
hydrogen fuel cells avoiding problematic Pt catalyst deactivation. These 
advantages can be fully realized only if the energy comes from a clean, 
renewable source such as solar energy, which is the most attractive option for 
the future (1,5-7). 

The energetic requirements for water decomposition into H2 and O2 (eqs 1-
5) or CO2 reduction (eqs 6-12) at pH 7 vs. NHE (the normal hydrogen electrode) 
depend on the number of electrons in the redox half-reactions as shown below. 

 
Water splitting: 
H+ + e−→ H•    Eº = − 2.61 V  (1) 
2OH• + 2H+ + 2e−→ 2H2O   Eº = 2.31 V  (2) 
2H+ + 2e− → H2   Eº = − 0.41 V  (3) 
O2 + 4H+ + 4e− → 2H2O  Eº = 0.82 V   (4) 
H2O2 + 2H+ + 2e− → 2H2O   Eº = 1.35 V  (5) 
 
CO2 reduction: 
CO2 + e−→  CO2

−•   Eº = – 1.9 V  (6) 
CO2 + H+ + 2e− → HCO2

−  Eº = – 0.49 V  (7) 
CO2 + 2H+ +2e− → CO + H2O  Eº = – 0.53 V  (8) 
CO2 + 4H+ + 4e− → C + 2H2O  Eº = – 0.20 V  (9) 
CO2 + 4H+ + 4e− → HCHO+ H2O Eº = – 0.48 V  (10) 
CO2 + 6H+ + 6e− → CH3OH + H2O Eº = – 0.38 V  (11) 
CO2 + 8H+ + 8e− → CH4 + 2H2O Eº = – 0.24 V  (12) 
 
While one-electron reduction of a proton and CO2 (eqs 1 and 6, 

respectively) and oxidation of water (eq 2) take place at very negative and 
positive potentials, respectively, the coupled multi-electron and multi-proton 
reactions occur at relatively modest potentials (eqs 3-5, 7-12). 

Hydrogen from water can be driven with solar light either by using a 
photovoltaic device that generates electricity for conventional electrolysis or by 
combining the water oxidation and reduction processes in a so-called 
photoelectrolysis device (Figure 1) or removing the wires from the second 
system in an artificial photosystem as described in Figure 1 in reference 1. In the 
second and third devices we must incorporate several key elements, including: 
(a) an apparatus for light absorption and charge separation that uses the energy 
of an absorbed photon to generate a one-electron oxidant and reductant (shown 
as hole and electron, respectively), prevents their recombination, and directs  
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Figure 1. Photoelectrolysis cell with a BGNSC photoanode (right) and a 

catalyst at the anode surface. A small bias potential may be required in some 
cases to produce H2 at a cathode electrode with a catalyst. 

them toward spatially-separated catalysts; (b) a reduction catalyst that makes 
molecular hydrogen in a two-electron redox process; and (c) an oxidation 
catalyst that promotes the transfer of four electrons from two water molecules to 
the incoming holes, thereby producing an oxygen molecule. To drive the water 
splitting, the amount of photon energy stored in the form of redox potentials 
must be at least 1.23 eV per charge separation event; in practice, it is 
substantially larger. Extensive research efforts over the past 30 years have 
revealed that these stringent requirements for photochemical water splitting are 
extremely difficult to meet. The challenging problems are: (1) the efficient 
collection of photons from the solar spectrum; (2) the efficient charge separation 
with visible light in materials that are stable to photocorrosion; (3) the four-
electron water oxidation catalysis; (4) the production of hydrogen by non-noble 
metal catalysts; and (5) the efficient coupling of (1)-(4) without a substantially 
large energy loss or overpotential. 

In the first 30 years following the initial discovery of photoelectrolysis 
using n-type TiO2 (8), the search for improved semiconductors focused mainly 
on binary oxides and simple ternary oxide systems (9). The common problem 
with these first-generation oxides is their wide band gaps, in excess of 3 eV, that 
makes them unusable with visible light (with a 3 eV band gap the maximum 
theoretical energy conversion efficiency approaches only 3%) (10,11). This 3 eV 
band-gap ceiling is much larger than the thermodynamic 1.23 V potential 
required for water splitting reactions, and this roadblock occurs because most of 
the initial strategies used to reduce band gaps only served to lower the 
conduction band energy. In the past several years, it has been demonstrated that 
solar water splitting can be carried out with band-gap-narrowed semiconductors 
(BGNSCs) such as N- (12-21), C- (22-25), or B-doped (26-28) TiO2, or other 
oxynitrides (29-44) and oxysulfides (45-47) that have been prepared for use as 
photocatalysts. A number of outstanding claims concerning the photocatalytic 
properties of these new materials have been made that have not yet been 
independently confirmed, especially in the case of photochemical water splitting 
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(16,22,48-52). The most promising of these materials to date is  
(Ga1-xZnx)(N1-xOx) (36-44,53), which has been reported to have a quantum 
efficiency of about 50% for O2 production when illuminated by visible light in 
the presence of a sacrificial electron acceptor (38). However, this efficiency 
drops to 2.5% in the wavelength range of 420 to 440 nm when the sacrificial 
reagent is replaced by a proton reduction catalyst. Thus the greatest current 
challenge is to design improved high-efficiency BGNSCs for solar-driven water 
splitting by understanding their structural and electronic properties (53) and their 
light-harvesting and charge-separation ability, and to search for those with the 
conduction-band position very close to the two-electron proton reduction 
potential for efficient proton reduction catalysis. 

A TiO2 photoanode does not require a water oxidation catalyst because the 
very high reduction potential of its holes can support even the energetically 
wasteful one-electron oxidation of water to the OH radical (Eo = 2.31 eV at pH 
7). This will no longer be the case for BGNSCs suitable for efficient solar water 
splitting applications. Undoubtedly, when the valence band (VB) edge is 
optimized for solar water splitting, a catalyst that can utilize holes with this 
reduction potential for four-electron water oxidation as in Figure 1 will be 
required. On the other hand, in order to utilize electrons in the conduction band 
(CB) of semiconductors, platinum group metals have often been used as 
catalysts for hydrogen generation. However, if hydrogen is to become viable as 
a fuel, low-cost, robust catalysts will be needed. Recent advances have 
demonstrated that functional bio-inspired hydrogenase-model complexes with 
pendent bases in the outer coordination sphere of the metal increase rates and 
decrease the overpotentials associated with electrocatalytic hydrogen production 
and oxidation. 

Natural photosystems (Figure 2) in green plants convert CO2 to 
carbohydrates and O2 using absorbed photons as energy and water as a reducing 
agent. The light energy absorbed by chlorophylls results in charge separation. In 
Photosystem I , using available protons, photogenerated electrons are converted 
to chemical energy in the form of adenosine triphosphate (ATP) and reduced 
nicotinamide adenine dinucleotide phosphate (NADPH) in which a reduced 
hydrogen equivalent (i.e., hydride) is stored by the reduction of NAD+. The ATP 
and NADPH are used to reduce CO2 in the light-independent, complicated 
reactions of the Calvin cycle through net hydride-ion transfer reactions. While 
TiO2 and TiO2-grafted zeolites have been used to produce CO together with a 
trace amount of CH3OH and CH4 under UV irradiation, products in 
homogeneous photo- and electrochemical reduction of CO2 reported so far have 
been limited to CO and/or HCOOH. Photogenerated holes are utilized to oxidize 
water at the oxygen-evolving center (OEC) of Photosystem II. The OEC 
contains a Mn3CaO4 cluster linked to a fourth Mn by a μ-oxo bridge (54) and is 
capable of turning over about 103 O2 molecules/s. (55). So far no man-made 
catalysts (including metal oxides, and manganese and ruthenium complexes) can 
generate O2 in such an efficient way. 
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Figure 2. Schematic diagram of natural photosynthesis. 

In this review we discuss our view of materials for use as a BGNSC 
photoanode and the dark catalysis for capturing photoinduced electrons/holes 
from such a photoanode (or any other potential photon absorbers to produce 
electricity), and for converting abundant materials such as water and CO2 to 
fuels. There are many articles that describe photochemical water splitting by 
semiconductor materials together with simple metal or metal oxide catalysts 
such as RuO2, Rh, NiO. Here we focus on molecular catalysts and discuss only 
the following several subjects along with our personal views about what we 
need to pursue in the upcoming decade as chemists who are interested in 
developing efficient, robust and non-noble-metal catalysts for water splitting and 
CO2 reduction, search for sustainable pathways for energy generation and 
contribute to the most important, yet challenging problem facing the world in 
this century. 
• Visible light absorption and charge separation using band-gap-narrowed 

semiconductor (BGNSC) materials that are stable in an oxidizing, aqueous 
solution environment and suitable for use as a photoanode. 

• Water oxidation by ruthenium molecular catalysts instead of the manganese 
O2-forming clusters in Photosystem II. (We will omit the manganese O2-
forming molecular catalysts since most of these catalysts require O atoms 
from sacrificial oxidants to produce O2.) 

• H2 production and oxidation by bio-inspired hydrogenase-like catalysts 
containing inexpensive metals. 

• Photogeneration of renewable hydride donors, carriers of a proton and two 
electrons, to replace the NADP+/NADPH coenzyme for the reduction of 
CO2 and related species. 
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Visible Light Absorption and Charge Separation Using 
Band-Gap-Narrowed Semiconductors 

The solar energy required to drive the water splitting process must be 
absorbed by a chromophore to produce a charge-separated state, and those 
separated charges must be coupled into the water oxidation and proton reduction 
half-reactions. Natural photosynthesis accomplishes this using chlorophyll 
molecules and a sequence of only slightly exothermic electron-transfer 
reactions. An alternative approach for artificial systems is to use semiconductors 
that absorb visible light to create electron/hole pairs. When the photoanode in a 
photoelectrochemical cell is made of such a semiconductor material, band 
bending to achieve a match of chemical potentials at the aqueous interface and 
the electrode on opposite sides of the semiconductor drives the hole to migrate 
to the aqueous interface of the semiconductor and the electron to the electrode 
side, as illustrated in Figure 1. 

In practice, things are not as simple as described above. There are three 
important criteria that a semiconductor material must meet in order to be useful 
as a photoanode in a photoelectrochemical cell: (1) it must absorb visible light, 
i.e., it must have a band gap that is smaller than 3.00 eV but at least as large as 
1.65 eV (the thermodynamic threshold of 1.23 eV at pH 7 plus some 
overpotenital); (2) the band edges of the semiconductor, i.e., the top of the 
valence band and the bottom of the conduction band, must straddle the 
electrochemical potentials for the four-electron oxidation of water to molecular 
oxygen and the two-electron reduction of protons to molecular hydrogen; and 
(3) the semiconductor material must be stable with respect to corrosion in an 
oxidizing aqueous electrolyte solution environment. Transition metal oxides 
such as TiO2, and SrTiO3 straddle the potentials for water oxidation and proton 
reduction and are stable in aqueous solution, but have wide band gaps that allow 
them to absorb only UV light that comprises ca. 3% of the solar spectrum. 
Indeed, researchers some time ago successfully used such semiconductors to 
split water, but with a very low efficiency (8,9,56-65). Other semiconductors 
such as CdS (which is employed in light meters for cameras because it absorbs 
so well in the visible region of the solar spectrum) and CdSe have almost ideal 
electrical and optical properties for water splitting applications, but they are 
extremely unstable in aqueous solution. In fact, there are no known 
semiconductors that have been demonstrated to completely meet all three 
criteria listed above as a single-component photo-absorber or anode. 

The search for a semiconductor material that is appropriate for solar water 
splitting has been continuing for over twenty years, and has focused primarily 
on doping wide band-gap metal oxide semiconductors with cations and/or 
anions in an effort to reduce their band gaps. This goal is made more difficult to 
achieve by the fact that the conduction band edge of most of the candidate metal 
oxides is barely adequate for the two-electron reduction of protons so that 
reducing its band gap by lowering the conduction band does not produce a 
useful material. In recent years there have been promising reports of selectively 
raising the edge of the valence band of certain metal oxides though anion doping 
or the formation of solid solutions of different semiconductor materials (12-
52,66). 
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Anion-Doped Titania 

Using X-ray photoelectron spectroscopy (XPS), near edge X-ray absorption 
fine structure (NEXAFS), and X-ray diffraction (XRD) we have characterized 
N-doped TiO2 prepared by several methods: an ion implantation on the 
TiO2(110) surface (67); a film prepared by molecular beam epitaxial growth 
(68,69); N-doping of titania by NH3 at above 600 °C (70); and the introduction 
of nitrogen into TiO2 nanoparticles prepared by a sol-gel method in solution 
containing N(C2H5)3 below 90 °C. While N-doped TiO2 prepared by ion 
implantation shows N substitution for O in the lattice together with O vacancies, 
the yellow materials prepared in solution with N(C2H5)3 do not show N 
substitution (i.e., no TiN-like N 1s peak at 396 eV in XPS). In general, our 
experimental and theoretical studies show a low stability of N inside the titania 
lattice and a difficulty in generating the large concentrations of the dopant that 
are necessary to produce useful changes in the band gap of the oxide. In several 
cases, we could not confirm results reported in the literature using the same 
sample preparation recipes. New studies of the recently described oxynitride 
alloy GaN/ZnO provide, in contrast, promising evidence of controllable and 
substantial stable doping for both high quality materials and reduced bandgap 
(38). 

GaN/ZnO Solid Solutions 

Because of the low N-substitution level and the lack of photocatalytic 
activity toward water oxidation in our N-doped TiO2, we changed our focus 
toward an oxynitride species with more promising photocatalytic activity, 
GaN/ZnO (66). Recently, a solid solution of GaN and ZnO, (Ga1-xZnx)(N1-xOx), 
has been reported to be a stable photocatalyst that is capable of water splitting 
under visible light (33-44). (Ga1-xZnx)(N1-xOx) has a single-phase hexagonal 
wurtzite-type crystal structure similar to pure GaN and ZnO. The lattice 
constants, band gap, and the overall activity of this photocatalyst for water 
splitting have been shown to depend strongly on the zinc concentration, x 
(71,72) However, the x range studied experimentally is quite limited (generally x 
< 0.25) and the nature of the observed band-gap narrowing is not well 
understood. We therefore initiated coordinated experimental and theoretical 
studies of (Ga1-xZnx)(N1-xOx). 

We have carried out the first systematic theoretical study on the variation of 
the structural and electronic properties of the (Ga1-xZnx)(N1-xOx) solid solution 
with the Zn (or equivalently, O) mole fraction, x, by using density functional 
theory (DFT) to obtain the composition dependence of the physical and optical 
properties of this material and a detailed understanding of the band-gap- 
narrowing mechanism (53). The two major challenges of this study were the 
arrangement of the constituent atoms in the solid solution at different 
concentration, x, and the fact that standard DFT (GGA and LDA) methods do a 
poor job of predicting the band gap of metal oxides, and do a particularly poor 
job for ZnO owing to the strong O(2p)-Zn(3d) coupling. To address the first of 
these challenges, we have adopted the special quasirandom structures (SQS) 
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approach of Zunger et al. (73) in which special small-unit-cell periodic 
structures are constructed to closely mimic the most important structural features 
of the corresponding random solid solution. To address the deficiency of 
standard DFT in predicting band gaps of metal oxides that complicate the 
calculations on GaN/ZnO solid solutions from the outset, we have adopted the 
GGA+U approach (74-76), where U is an on-site Coulomb interaction 
correction for the Ga and Zn 3d orbitals. We plot the calculated band gaps Eg 
using the most stable configurations as a function of x for both 16-atom  
(Ga8-nZnn)(N8-nOn) and 32-atom (Ga16-nZnn)(N16-nOn) supercells in Figure 3. 

Owing to the use of the empirical U correction, our calculated band gaps are 
qualitatively correct but are still underestimated compared to the experimental 
values. Although there is scatter in the calculated band gaps owing to the finite 
size of the supercells employed, over the entire composition range we see that 
the band gap, Eg, exhibits a downward bowing as a function of Zn (O) 
concentration for both supercells, which suggests that there is a minimum band 
gap for the solid solution at some intermediate Zn concentration. For  
A1-xBx alloys, the band gap Eg(x) can be described by (77,78). 

 
)1()B()A()1()( gg xxbExExxE g −⋅⋅−⋅+⋅−=  

 
where b is an optical bowing parameter. For our pseudobinary (Ga1-xZnx) 
(N1-xOx) solid solution, this bowing parameter can be estimated via a least-
squares fit to the combined data obtained for the two types of supercells. Using 
experimentally measured end member (pure GaN and ZnO) published band gap 
values (71) and our theoretically estimated bowing parameter, the Eg(x) behavior 
of the (Ga1-xZnx)(N1-xOx) solid solution should follow the downward-bowed 
dashed curve shown in Figure 3. We see that again our results are in qualitative 
agreement with experimental findings for experimentally accessed mole fraction 
of x < 0.25. The minimum band gap is estimated to be about 2.29 eV at x = 
0.525, suggesting that efforts to synthesize materials with x > 0.25 may be 
rewarded with increased photocatalytic activity for visible light. 

In order to realize the enhanced properties predicted by our DFT 
calculations, we have carried out preliminary studies of the reaction mechanisms 
by which (Ga1-xZnx)(N1-xOx) is formed with the goal of synthesizing more highly 
doped (larger x) materials. We prepared a series of solid solutions by the 
reaction of Ga2O3 and ZnO with NH3 and followed the transformation with in-
situ and ex-situ methods, including XPS, NEXAFS, and XRD. In-situ XRD 
patterns (Figure 4) during the synthesis of (Ga1-xZnx)(N1-xOx) solid solutions 
from a 1:1 Ga2O3/ZnO mixture with NH3 indicate an intermediate phase of 
ZnGa2O4 with a spinel structure (diffraction peaks at 17o and 20o) (79). In 
separate experiments we prepared ZnGa2O4 by heating a mixture of β-Ga2O3 and 
ZnO to 800−850 oC. The ZnGa2O4 proved to be an excellent precursor for the 
synthesis of (Ga1-xZnx)(N1-xOx) solid solutions with good crystallinity. Our 
results of XANES and XPS studies indicate that the ZnO trapped in the GaN 
lattice is electronically perturbed with respect to pure ZnO. The content of ZnO 
in (Ga1-xZnx)(N1-xOx) decreases when the compound is exposed to NH3 at 
850−900 oC. Thus, we have found a methodology to control the amount of ZnO 
inside GaN by controlling the exposure of the precursor materials to NH3. We 
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plan to study the structure of (Ga1-xZnx)(N1-xOx) solid solutions in detail using a 
combination of EXAFS, high-energy XRD, neutron diffraction, and X-ray and 
neutron PDF techniques. 

 
Figure 3. Variation of band gap as a function of Zn (O) concentration, x. Lower 

points and curve (solid): calculated BGs and smoothed Eg(x) curve using the 
estimated bowing parameter, b. Upper points,and curve (dashed): experimental 

data for (Ga1-xZnx)(N1-xOx) solid solution (38,71) and predicted experimental 
Eg(x) behavior using the estimated b and the limiting GaN and 

ZnO band gaps (71). 

 
Figure 4. In-situ XRD patterns for the nitridation of a 1:1 Ga2O3/ZnO mixture 

by 5% NH3 in He. The peaks at ca. 17º and 20º arise from the intermediate 
spinel phase. 
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Water Oxidation Catalysis 

Examples of Water Oxidation Catalysts 

Cyanobacteria, algae, and green plants reduce CO2 to carbohydrates and 
oxidize water to O2 using visible light, thereby converting solar energy into 
chemical energy. While Nature can supply the inspiration for man-made systems 
to achieve similar functionality, it is very difficult to design systems to carry out 
the photoinduced oxidation and reduction reactions in such continuously 
regenerating and elegant ways (80,81). The platinum group metals (Ru, Ir, Pt, 
Os) have been studied as water oxidation catalysts, and with some optimization 
colloidal IrOx·nH2O (82) has exhibited an O2 evolution rate of 40 molecules s-1 
per surface Ir atom using a sacrificial oxidant such as Ru(bpy)3

3+ (bpy = 2,2´-
bipyridine). By contrast, as mentioned in the Introduction, the Mn3CaO4 cluster 
in the oxygen-evolving complex (OEC) in Photosystem II is capable of turning 
over at a remarkable rate (about 1000 O2 molecules s-1) (55). While many 
binuclear transition-metal catalysts of the type L(H2O)M—O—M(OH2)L or 
L(H2O)M(BL)M(OH2)L (where L and BL are non-bridging and bridging 
organic ligands, respectively) have been prepared and investigated as potential 
water oxidation catalysts (83-111), even the best of them cannot evolve O2 faster 
than one O2 molecule s-1 per catalyst molecule (81,83,91,93,112). Some of the 
ruthenium catalysts of this type are shown in Figure 5. The complexes 
containing the Ru—O—Ru motif (1) together with bipyridine derivatives are 
reported to have catalytic activity for water oxidation. Interestingly, a few 
mononuclear Ru—OH2 complexes such asRu(binapy)(4-R-py)2(H2O)]2+ (5, 
binapy = 2,6-bis(2´-naphthyridyl)-4-t-butylpyridine, R = Me, NMe2, etc.) have 
also been reported to produce O2 upon the addition of an acidic CeIV solution 
(111), but the mechanisms are not clear and their redox, spectroscopic, and 
reactivity properties need to be further investigated. 
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Figure 5. Structures of several Ru water oxidation catalysts 

The Most Thoroughly Investigated “Blue Dimer” 

Impressive progress has been achieved in unraveling the molecular 
mechanism of the catalytic action of the so-called blue dimer catalyst (86-
99,113,114) [cis,cis-(bpy)2(H2O)Ru—O—Ru(OH2)(bpy)2]4+ (1) by combining 
structural and kinetic studies. However, the detailed mechanism of the final 
stage of O—O bond formation and O2 evolution remain unclear even after 30 
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years have passed since the initial discovery of water oxidation by this complex. 
Furthermore, there are some inconsistent results on rates of individual proton-
coupled electron-transfer steps (or disproportionation steps), and mechanistic 
questions in this extensively investigated system still exist (Scheme 1). 

 
RuV O RuV

O O

2H2O RuIII O RuIII

OH2OH2

+   O2

RuV O RuV

O O

H2O

RuIV O RuIII

OH2OH
+   O2    + H+2

RuV O RuIV

OO
+

RuV O RuV

O O

2H2O RuV O RuV

O O
HO

H

e-
RuV O RuV

O O

O
H

H
e-

RuIV O RuIII

O

O−
OH2

RuIII O RuIII

OH2OH2

RuV O RuV

O O
N

N
RuV O RuV

O
O N

N
H2O

H
O
H

RuV O RuIV

O
OH N

N

HO
H

H2O

RuIV O RuIV

HO OH N

N

HO
H

HO H

RuIII O RuIII

H2O OH2
N

N

O
H

O H

RuIII O RuIII

H2O OH2

N

N

A

B

C

D

RuV O RuV

O O

RuV O RuIV

O O

RuIV O RuV

O O

H2O

+   O2
RuV O RuIII

OH2O
2

O2

O2

 

Scheme 1. Various mechanisms proposed for O2 evolution from the blue dimer. 

It is generally believed that [cis,cis-(bpy)2(H2O)Ru—O—Ru(OH2)(bpy)2]4+ 
(1, Figure 5) here denoted as (H2O)RuIII—O—RuIII(H2O), is oxidized by four 
holes and the removal of four protons to form O=RuV—O—RuV=O, which is 
believed to be the active form of the catalyst that produces O2 (mechanism A in 
Scheme 1). Hurst et al. carried out a series of labeling experiments with excess 
Ce(IV) in 0.5 M HSO3CF3 under conditions that produce O=RuV—O—RuV=O, 
monitoring the isotopic composition of the O2 produced. Using (H2

18O)RuIII—
O—RuIII(H2

18O) and H2
16O solvent, they found comparable formation of 16O18O 

and 16O16O and negligible 18O18O during the first catalytic turnover, independent 
of temperature. The mechanistic pathway for the appearance of 16O18O has been 
proposed (by the groups of Hurst and Meyer (91,93,113,114) and examined 
using DFT calculations by Baik et al. (95)) to involve the attachment of one 
molecule of the water solvent to one of the RuV=O moieties (mechanism C in 
Scheme 1). Although this mechanism can explain the appearance of 16O18O, it 
does not explain the 16O16O formation. An isotopic ligand exchange with the 
solvent (H2

16O) is unlikely because Hurst et al. did not observe a temperature 
dependence of the isotopic composition of the O2 evolution. Therefore, Hurst et 
al. recently suggested mechanism D (Scheme 1) involving covalent hydration of 
O=RuV—O—RuV=O to produce a transient (O=RuV—O—RuIV—OH)(bpyOH•) 
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ligand radical intermediate, which is attributed to the NIR absorption at ~ 740 
nm and ESR signal at g = 2.005 (115). Further characterization of this species is 
necessary. 

Ruthenium Complexes with Non-Innocent Quinone Ligands 

Tanaka and co-workers have meanwhile reported water oxidation catalytic 
activity of a novel dinuclear Ru complex, [Ru2(OH)2(3,6-Bu2Q)2(btpyan)] 
(SbF6)2 (3,6-Bu2Q = 3,6-di-tert-butyl-1,2-benzoquinone, btpyan = 1,8-
bis(2,2´:6´,2˝-terpyrid-4´-yl)anthracene) (83,84), that, unlike all other catalytic 
dinuclear Ru species, contains redox-active quinone ligands. Two [Ru(OH)(3,6-
Bu2Q)]+ units are complexed by an anthracene-bridged bis-terpyridine ligand 
(btpyan) with a geometry in which the two OH groups on the Ru centers are in 
close proximity for making an O—O bond (6, Figure 6). The quinone ligand is 
generally regarded as being an electrochemically non-innocent ligand that can 
take on three different redox states classified as quinone (Q), semiquinone (SQ), 
and catecholate (Cat). An O2 evolution turnover number of ~ 30,000 per catalyst 
molecule in 40 hrs has been reported for electrolysis carried out in water (pH = 
4.0) with this dinuclear Ru-quinone complex with an anthracene bridge complex 
deposited on the surface of an indium-tin-oxide (ITO) electrode (83,116). This 
indicates that this catalyst is more rapid and more stable than other molecular 
ruthenium catalysts that have been studied (81,91,93,112). 

It is useful in understanding O—O bond formation to begin with a 
discussion of the chemistry of the mononuclear species that comprise the 
dinuclear ruthenium species. Tanaka and coworkers (117) prepared the 
mononuclear aqua Ru complex Ru(OH2)(3,5-Bu2Q)(tpy)2+ (3,5-Bu2Q = 3,5-di- 
tert-butyl-1,2-benzoquinone, tpy = 2,2´:6´,2˝-terpyridine, see 7, Figure 6) . with 
a redox-active ligand, and investigated its acid-base and redox properties. When 
they prepared an anthracene-bridged dinuclear complex as a water oxidation 
catalyst, they used 3,6-Bu2Q = 3,6-di-tert-butyl-1,2-benzoquinone in order to 
avoid any complications arising from possible isomers. However, in this 
discussion we will henceforth simply denote both cases as Q unless otherwise 
specified. 

The assignment of oxidation states of Ru (and Os) complexes containing a 
quinone ligand is difficult owing to multiple metal oxidation states, three 
different redox states of quinone, and various spin multiplicities, and as a result 
they have been ambiguous even using data such as X-ray structures and UV-vis, 
X-ray photoelectron, and EPR spectra (118-126). Even a detailed analysis of 
DFT-calculated structures, spin densities, and g-tensor anisotropies led to 
ambiguous (i.e., intermediate) assignments. 
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Figure 6. Structure of the Tanaka catalyst and acid-base reaction of the 

monomer unit. 

The complex 7, [RuII(OH2)(Q)(tpy)](ClO4)2 (i.e., [Ru(OH2)(Q)]2+), was 
previously described as [RuIII(OH2)(SQ)(tpy)](ClO4)2 based on XPS data (117), 
but we now believe this complex should be assigned as 
[RuII(OH2)(Q)(tpy)](ClO4)2 (i.e., [Ru(OH2)(Q)]2+) based on UV-vis 
spectroscopy, the X-ray single-crystal structure, and DFT/ab initio calculations 
(116). A strong metal-to-quinone charge-transfer band at 600 nm in acidic 
aqueous solution shifts to 576 nm upon the addition of base. Further addition of 
base results in the appearance of another band at 870 nm with a concomitant 
decrease in the intensity of the 576 nm band. The pKas of [RuII(OH2)(Q)]2+ and 
[RuII(OH)(Q)]+ are determined to be 5.5 and 10.7, respectively, by the 
spectroscopic method. 

Tanaka and coworkers (117) proposed that the ruthenium oxyl radical 
complex [RuII(O•−)(SQ)]0 was prepared by the double deprotonation of the aqua 
ligand of “[RuIII(OH2)(SQ)]2+” through “[RuIII(OH)(SQ)]+” as shown in Scheme 
2 with revised assignments (116) by the first two sets of arrows.  
 

[RuII(OH2)(Q)]2+              [RuII(OH)(Q)]+              [RuII(O  −)(SQ)]            [RuII(OH)(SQ)]    
−H+

+H+

−H+

+H+
H

   7                                     8                                  9                            10
 

Scheme 2. Base Titration of RuII(OH2)(Q)(tpy)2+ 

However [RuII(O•−)(SQ)]0 is a very reactive oxyl radical, it is likely to abstract 
an H atom from CF3CH2OH (added to dissolve the species) to form 
[RuII(OH)(SQ)]0. In fact, electrochemical measurements strongly suggest that in 
the dimeric species the oxyl radicals [RuII(O•−)(SQ)]0 may react with each other 
to form an O—O bond if the formation conditions are appropriate. 

The most remarkable thing about Scheme 2 is that the oxidation state of the 
Ru center remains Ru(II) while the quinone ligand acts as an electron reservoir 
to become a semiquinone. This is quite different from what is observed for the 
bpy analogue investigated by Takeuchi, et al. (127), as shown in the base 
titration of RuII(OH2)(bpy)(tpy)2+, 11, in Scheme 3. The pKa of 
[RuII(OH2)(bpy)]2+ is about 10, which is much larger than that of 
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[RuII(OH2)(Q)]2+ (pKa 5.5). While a proton-coupled oxidation to form 
[RuIV(O)(bpy)]2+, 13, can be accomplished by applying potentials smaller than 
0.8 V for pH between 3 and 10, the formation of [RuIV(O)(Q)]2+ from 
[RuIII(O)(Q)]2+ is not coupled to a proton transfer and requires a more positive 
potential (1.1 V) (116). This could lead to different behavior of these two 
species as water oxidation catalysts. 

 
 

[RuII(OH2)(bpy)]2+                      [RuIII(OH)(bpy)]2+                          [RuIV(O)(bpy)]2+       
−H+, −e−

+H+, +e−

−H+, −e−

+H+, +e−

        11                                          12                                           13  
Scheme 3. Base Titration of RuII(OH2)(bpy)(tpy)2+ 

As we described for water oxidation by the blue dimer in the beginning of 
this section, it is generally considered that (H2O)RuIII—O—RuIII(OH2) is 
oxidized by four holes and removal of four protons to form O=RuV—O—
RuV=O, which produces O2 by one or more of the several possible mechanisms 
shown in Scheme 1. Furthermore O=RuV—O—RuIVOH is also believed to 
oxidize water. 

Despite the strikingly novel features of the Tanaka catalyst with quinone 
ligands in comparison to the properties of its Ru analogues with the bpy ligand 
replacing quinone, the difficulty of preparation and the complicated electronic 
structures of the Tanaka catalyst have until recently prevented investigations of 
it outside the Tanaka group. Unlike the blue dimer (1), 
[Ru2(OH)2(Q)2(btpyan)](SbF6)2 is not soluble in water. The O—O distance 
between the Ru—OH units in [Ru2(OH)2(Q)2(btpyan)]2+ was strategically 
designed using an appropriate bridge to be in close proximity for making an O—
O bond from the two oxyl radicals that resulted from the deprotonation of the 
Ru—OH units by base titration. The electronic spectrum of this complex in 
MeOH showed a strong band at 576 nm, which is indicative of a metal-to-
quinone charge-transfer band. Gradual addition of one equivalent of t-BuOK to 
the solution resulted in the gradual appearance of a new band at 850 nm and the 
disappearance of the band at 576 nm, which is consistent with the equation 
below and the possibility of O—O bond formation. 

 
 

[Ru(OH)(Q)Ru(OH)(Q)]2+     [Ru(O)(SQ)Ru(O)(SQ)]0 

 

 

Computational Studies for Elucidation of the Mechanism 

Although there still exist some mechanistic questions and some 
inconsistencies in theoretical results from different levels of theory, we 
summarize here our new theoretical and experimental studies aimed toward 
understanding the complicated electronic and geometric structures of the Tanaka 
catalyst, and we discuss new directions for kinetic and mechanistic 

−2H+

2H+
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investigations with the dinuclear analogues to address key issues and challenges 
in water oxidation. The proposed mechanism based on our calculations (116) 
(Figure 7) is consistent with experimental observations. The formation of the 
experimentally isolated singlet species, [Ru2(OH)2(Q)2(btpyan)]2+, which is an 
asymmetrical hydrogen-bonded species with an O—O distance of 2.63 Å, 
occurs most likely through the displacement of O2 from an intermediate such as 
[(Ru)2(O2)(Q)2(btpyan)]4+ by OH− ions (or H2O molecules followed by 
deprotonation) to restart a catalytic cycle. At some point in the removal of the 
two protons from the experimentally isolated species (which is rendered 
ambiguous by spin contamination problems in the UB3LYP calculations and 
failure of UMP2 calculations of open-shell species to converge) an inter-system 
crossing (ISC) takes the complex into a series of species with higher spin 
multiplicity for the rest of the catalytic cycle. These are predominantly triplet 
species, but the very first deprotonation is likely to lead to a quintet 
intermediate. It is most likely that all protons are removed to form the near-
catecholate species, [Ru2(O2

−)(Q−1.5)2(btpyan)]0, before the complex is oxidized. 
Surprisingly, unlike other reported Ru-dinuclear water oxidation catalysts 
including the well-characterized blue dimer, the predominant formal oxidation 
state of the two Ru atoms remains unchanged at +2 during the entire catalytic 
cycle according to our gas-phase calculations. Instead of an effective charge 
neutralization by a sequence of proton removals and one-electron oxidations 
(i.e., [(bpy)2(OH2)RuIII—O—RuIII(OH2)(bpy)2]4+ → [(bpy)2(OH)RuIV—O—
RuIII(OH2)(bpy)2]4+, etc.),(87,91,93,113,114) the removal of protons from 
(RuII)2(OH)2(Q)2(btpyan)]2+ takes place with a change in total charge to form 
[Ru2(O2

−)(Q−1.5)2(btpyan)]0. Here the active redox couples are SQ/Q and Cat/SQ 
(consistent with the analogous complex with bpy ligands being inactive under 
similar conditions). While the two-electron oxidation of this species occurs at a 
moderate 0.4 V, the troublesome step is the next oxidation. Since it is not a 
proton-coupled electron-transfer reaction, the application of a relatively high 
potential (1.34 V vs. Ag/AgCl) is needed to form a species such as 
[(RuII)2(O2

•−)(Q)2(btpyan•+)]4+ (Figure 7), but that species is probably not the 
unstable anthracene cation radical. It is clear that Ru(bpy)3

3+, a frequently used 
sacrificial oxidant, cannot efficiently oxidize the [(RuII)2(O2

•−)(Q−0.5)2(btpyan)]2+ 
species. However, this catalyst immobilized on an ITO electrode is very stable 
and produces a large amount of O2 without decomposition. This may be due to 
the charge stabilization/distribution in the catalyst through a site-to-site 
interaction between metal, quinone and the coordinated water moiety. 

We are continuing both our experimental and theoretical studies to better 
characterize the catalytic reaction pathway of the Tanaka catalyst (e.g., by 
employing higher-level ab initio calculations to resolve the ambiguity in the spin 
multiplicity and redox assignments) and to explore modifications of it (e.g., a 
non-noble metal replacing the ruthenium centers and/or iminobenzoquinone 
replacing the quinone ligands) for improved performance in stability and 
overpotential. 
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[(RuII)2(H2O)2(Q)2(btpyan)]4+

[(RuII)2(OH)2(Q)2(btpyan)]2+

[(RuII)2(HO−···HO−)(Q)2(btpyan)]2+
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Figure 7. Proposed mechanism of water oxidation by the Tanaka catalyst based 

on B3LYP/LANL2DZ calculations. 

Hydrogen Generation and Oxidation Catalysis by Non-Noble 
Metal Complexes 

Producing a clean fuel from water is an attractive way to eliminate the CO 
poisoning problem in PEM (polymer electrolyte membrane) hydrogen fuel cells 
or to reduce the use of fossil fuels for both economical and environmental 
reasons. Since Pt is expensive owing to its limited supply, here we need to 
investigate other materials incorporating inexpensive metals as the cathode or as 
catalysts for proton reduction to form H2. 

The Fe-only hydrogenase enzyme (Figure 8) generates H2 at pH = 7 close to 
the thermodynamic potential of −0.41 V vs. NHE (or −0.65 V vs. SCE). In fact, 
this enzyme catalyzes the redox equilibrium 2H+ + 2e− ↔ H2 in both directions. 
The existence of nickel and iron in hydrogenase enzymes suggests that fast and 
efficient non-noble metal catalysts for hydrogen production can be developed. 
While catalysis for H2 production/oxidation with low overpotentials has 
remained elusive, the structural information based on the recent X-ray 
diffraction studies (14 in Figure 8) on the enzyme has led to the preparation and 
characterization of many dinuclear species with CO and CN ligands that mimic 
the structure and function of the active center (128-139). However, structural 
biomimetic model complexes only catalyze H2 evolution at significantly more 
negative potentials (ca. −1.2 vs. SCE) (128-139). DuBois et al. prepared a series 
of functional models of hydrogenases in which a mononuclear Ni center and a 
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pendent N atom act as a hydride bonding center and a proton shuttle, 
respectively, to lower the barrier for H2 production/oxidation (140-143). 
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Figure 8. Structure of Fe-only hydrogenase 14; Ni(diphosphine)2 complexes 

without and with a pendant base 15 and 16, respectively; the resulting complex 
17 upon addition of H2 to 16; a more geometrically favorable complex 18 than 
17; and an electrocatalyst 19 for H2 production in acidic acetonitrile solutions. 

(R and R´ are Ph, Cy, Bz, etc.) 

They reported (141) that: (1) the complex 15 without any pendent base 
slowly oxidizes H2 with an overpotential of ~0.73 V (using −0.14 V vs. Fc/Fc+ 
(ferrocene/ferrocenium) as the thermodynamic potential for H+/H2 in CH3CN); 
(2) introduction of pendent N bases into the backbone of the diphosphine ligands 
(complex 16) causes a rapid heterolytic addition of H2 to form 17; and (3) the 
electrocatalytic ability of 16 is improved at low overpotentials (less than 0.08 V 
and a turnover frequency of H2 oxidation between 0.01 and 0.5 s-1 under 1 atm 
of H2) presumably through an intermediate such as 18 as predicted by our DFT 
calculations. 

A complete catalytic cycle for hydrogen production with a simplified 
version of the DuBois NiII(PNP)2

2+ catalyst (16, in Figure 8) as calculated in the 
gas phase using the B3LYP hybrid DFT method and the 6-31G** all-electron 
basis is shown in Figure 9 (141). Here all alkyl groups on the PNP ligands are 
replaced with hydrogen atoms. The energy of each species (in kcal/mol) relative 
to the bare catalyst (I) is given below its calculated structure. The large negative 
change in energy in the protonation and reduction steps reflects the quantum 
chemical convention of assigning zero energy to the free proton and the free 
electron in the gas phase. Following an initial protonation and reduction, the 
catalyst complex is seen to undergo a thermal oxidative addition of the proton 
on the protonated pendent N atom to the reduced metal center via the transition 
state shown in structure IV. In this structure, the ring of the active PNP ligand is 
seen to have flipped into a boat conformation from its original chair 
conformation, and remains in the boat conformation for the rest of the catalytic 
cycle, as suggested by structure 18 in Figure 8. This change in conformation 
allows a closer approach of the pendent base to the metal center, but the energy 
required to achieve it contributes to the activation energy of this step of the 
mechanism. 
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To avoid this unfavorable contribution to the activation energy, DuBois et 
al. further optimized the position of the N base, locking the PNP rings into the 
boat conformation by the use of cyclic ligands with bulky substituents (L) (143). 
The structure of the [NiL2(CH3CN)]2+ complex indicated that the Ni atom is 
five- coordinate with a distorted trigonal bipyramidal geometry. The two N 
atoms in the PNP rings are in boat conformations and folded toward the Ni atom 
similar to the case of the heterolytic H2 adduct shown as structure 19. They 
reported a turnover frequency of 130 mol of H2 per mole of catalyst per second 
in 0.1 M triflic acid at −0.94 V vs. Fc/Fc+ applied potential (i.e., ca. −0.55 V vs. 
SCE). 

Recent work by Peters et al. (144,145) provides a counterargument to the 
necessity for an outer sphere proton relay. Their work in acetonitrile solution 
reexamined the electrocatalytic properties of cobaloxime complexes including 
CoII(dmgBF2)2(H2O)2 (dmgBF2 = (difluoroboryl)dimethylglyoxime) that 
Espenson et al. reported to catalyze the reduction of protons to H2 by Cr2+ in 
acidic aqueous solution (146). In CH3CN solution, solvent molecules readily 
replace the axial water molecules. The cobaloxime complexes with R = CH3 and 
C6H5 have Co(II/I) potentials at −0.55 and −0.28 V vs. SCE, respectively, in 
CH3CN and they remarkably catalyze H2 evolution with the small overpotentials 
of 40 and 50 mV, respectively, in the presence of moderately strong acids. 
Consistent with these small overpotentials, Peters et al. have shown 
experimentally that CoII(dmgBF2)2(H2O)2 can catalyze both the reduction of 
protons and the oxidation of H2, however, the complexes with more positive 
Co(II/I) potentials exhibited lower catalytic activity for H2 production. 

It should be noted that while H2 production and oxidation with very small 
overpotentials have been achieved using inexpensive Ni and Co complexes, 
these reactions were investigated in CH3CN, not in water. Can these results be 
translated to the case of water as a solvent toward future applications in 
electrolyzers and PEM fuel cells? Detailed kinetic and mechanistic studies in 
aqueous media are needed to fully understand the factors controlling efficient 
and low overpotential H2 production. 

Photogeneration of Renewable Hydride Donor 

Photochemical conversion of CO2 to fuels or useful chemicals using 
renewable solar energy is an attractive solution both to the world’s need for 
fuels and the necessity to reduce the emission of greenhouse gases. In past work 
we and others have investigated photocatalytic or electrocatalytic CO2 reduction 
using cobalt, nickel, ruthenium and rhenium complexes as catalysts to produce 
CO and/or formate (147-182). 

We found that while the photoproduction of the reduced catalysts is fast 
(< 10 µs), the rate constants for CO2 binding to the reduced metal centers 
depend on the catalysts and solvent, and range over ten orders of magnitude 
from 10-2 to 108 M-1 s-1. The detailed mechanism of CO formation from the CO2 
adducts remains unclear in most cases, and the production of CO is very slow 
with a turnover frequency typically equal to or less than 10 h-1 even though the 
optimized quantum yield for CO formation is as high as 0.59 under low-
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intensity light (171). Despite substantial effort, to the best of our knowledge no 
one has succeeded in producing methanol from CO2, protons and electrons or H2 
using homogeneous systems. Products in the homogeneous photochemical 
reduction of CO2 reported so far have been limited to CO and/or HCOOH (156). 
In the homogeneous electrochemical reduction of CO2, a few additional C2 
species have been reported as minor products (183). 

However, the stoichiometric chemical conversion of CO2 to methanol or 
methane using NaBH4 has been reported, e.g., Ru—CO2 →[Ru—COOH]+ → 
[Ru—CO]2+ → [Ru—CHO]+ → [Ru—CH2OH]+ (Ru = Ru(bpy)2(CO)) (184) 
and [Re—CO]+ → Re—CHO → Re—CH2OH → Re—CH3 (Re = 
Re(Cp)(NO)(CO)) (185). It is therefore of considerable interest to explore 
whether NaBH4 can be replaced by a renewable hydride. Can the photocatalytic 
reduction of CO2 be carried out using metal complexes that can photogenerate 
hydride donors? 

A number of kinetic studies of hydride transfer and electron and hydrogen-
atom transfer with NADH and its model complexes have been carried out 
because it acts as a reservoir/source of two electrons and a proton. The 
NAD+/NADH redox couple has been drawing considerable attention because 
chemical reactions inspired by natural systems that avoid the production of high-
energy intermediates or unwanted byproducts promise to be key factors in 
realizing sustainable energy sources. Large numbers of photochemical reactions 
mediated by NADH model compounds have been extensively studied. These 
include the reduction of alkyl halides, olefins, ketones, and photoinduced 
electron transfer as well as thermal reactions using NADH analogs. However, 
most of the reactions mediated with NADH models have been limited to 
stoichiometric reactions. Tanaka’s group recently prepared a 
polypyridylruthenium complex with an NAD+/NADH model ligand, 
[Ru(bpy)2(pbn)]2+ ([20]2+, bpy = 2,2´-bipyridine, pbn = 2-(2-pyridyl)-benzo[b]-
1,5-naphthyridine), which acts as a catalyst in the electrochemical reduction of 
acetone to 2-propanol similar to the enzymatic NAD+/NADH (186). While the 
detailed mechanism remains unclear, this was the first example that an NADH 
model complex such as [Ru(bpy)2(pbnHH)]2+ ([(20)HH]2+) presumably 
functions as a catalytic hydride donor for the formation of 2-propanol. 

We have investigated (187,188) the photochemical and electrochemical 
properties of Ru(bpy)2(pbn)2+ ([20]2+), including the acid-base properties of its 
ground state, excited state and one-electron-reduced species. The metal-to-
ligand charge-transfer (MLCT) excited state *[20]2+ lives 140 ns in CH3CN and 
can be reductively quenched by an amine to produce the one-electron-reduced 
species. When CH3CN solutions containing [20]2+ and triethylamine are 
irradiated with visible light (< 590 nm), [(20)HH]2+ is produced cleanly (Φ355nm 
= 0.21). The molecular structure of [(20)HH](PF6)2·2CH3CN, prepared by the 
reaction with Na2S2O4, has been determined by x-ray diffraction, and B3LYP 
(and TD-B3LYP) calculations of the structure and electronic spectrum of it and 
the other species shown in Figure 10 agree with the experimental 
characterization. Reduction of [20]2+ by CO2

●− generated by pulse radiolysis 
produces pH-dependent transient absorption spectra that point toward formation 
of the one-electron-reduced species, [20]+, and its protonated analogue, 
[H(20)]2+. The pKa of [H(20)]2+ is 11. A bimolecular decay of the transient 
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species [H(20)]2+ was observed as a major reaction pathway, suggesting that the 
species reacts via disproportionation to form [20]2+ and [(20)HH]2+ (Figure 10). 
While the [(20)HH]2+ species is not a sufficiently strong hydride donor to reduce 
CO2, we are currently exploring the photogeneration of other related hydride 
donors that have greater “hydricity” with the goal of applying them to CO2 
reduction. In summary, this type of system will allow us not only to investigate 
excited-state, proton-coupled-electron transfer reactions with a number of 
reductive quenchers that can also provide protons, but also to explore potential 
catalytic hydride (or hydrogen atom) transfer reactions from the hydrogenated 
product toward CO2 reduction. 

N

N

N Ru

2+

[20]2+

N

N

N Ru

+

N

N

N Ru

H

H

2+

pKa = 11.0N

N

N [Ru]

H
N

N

N[Ru]

H

4+

N

N

N
Ru

H

HH

2+

[20]+.

[(20)H]2+.

[(20)HH]2+

+ e−

+ H+

[(20)H]2+.
 

Figure 10. The mechanism of formation of final [(20)HH]2+ product from the 
singly reduced species. Water may be a source of H+ at high pH. 

Conclusions 

We have briefly reviewed our view of materials for use as a band-gap-
narrowed semiconductor (BGNSC) photoanode and the dark catalysts for 
capturing the photoinduced electrons/holes for catalyzing the production of 
hydrogen, oxygen, and possibly methanol from water and carbon dioxide using 
transition-metal complexes in homogeneous solution, and we have described 
progress in our own recent work together with that of others in these areas. This 
includes the elucidation of hydrogen production with hydrogenase-inspired 
models and cobalt macrocycles, the visible light absorption and charge 
separation in BGNSC materials, the water oxidation mechanism of the Tanaka 
catalyst and the well-known blue dimer, and work toward CO2 reduction via 
ionic hydrogenation routes using a visible-light-generated NADH-like hydride 
donor. Success in these areas is difficult because the feedstock molecules are 
extremely stable – i.e., they are the products of hydrocarbon combustion, 

D
ow

nl
oa

de
d 

by
 C

O
L

U
M

B
IA

 U
N

IV
 o

n 
Ju

ne
 2

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

5

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



305 

respiration, etc. – and it only makes sense to use renewable sources of energy to 
drive their thermodynamically uphill reactions. Solar energy is clearly the most 
promising source of renewable energy for this purpose, but fundamental 
advances in coupling the solar photophysics of light absorption and charge 
separation to the catalytic chemical reactions that produce fuels are required to 
achieve this goal. 
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Chapter 16 

Chemical Evolution and Biomimetic Chemistry 
Christopher J. Bender 

Department of Chemistry, Fordham University, 441 East Fordham Road, 
Bronx, NY 10458 

Biological materials and processes inspire many engineered 
materials and devices because of their specialized nature and 
oftentimes high efficiency. Although optimized in vivo 
through hereditary evolution, primordial versions of biological 
materials must have evolved via chemical routes, and 
therefore it stands to reason that biomimetic chemistry is 
complementary to research in chemical evolution. The types 
of reactions described by Miller-Urey, for example, represent 
synthetic routes from inorganic gas mixtures to organic 
molecules that, in turn, serve as a pool of precursors in 
combinatorial polymerization reactions. On a primordial 
Earth, these reactions would presumably be subject to a 
geochemical form of molecular imprinting, which may justify 
an origin of peptide motifs and enzyme archetypes that pre-
existed hereditary mechanisms of optimization.  
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Introduction 

Since it was first discovered that biologically-derived materials could be 
used to enhance industrial chemical reactions, chemists have been motivated to 
replicate the action of these biological agents by synthetic means, either to 
produce the activating agent more cheaply (and in greater quantity), or to 
improve upon the process. The 'ferments', as some of these agents were called, 
were recognized as being a unique type of catalyst, and early attempts to 
synthetically re-create their action proceeded via a merger of a general catalyst 
with a supporting material that imposed some sort of spatial constraint upon the 
reactants, for example, colloidal metal (1). But basic research into the chemical 
behavior of the biological catalysts soon established that they were unique from 
the so-called general catalysts: they were true macro-molecules, as opposed to 
colloids, comprised of amino acid chains assembled by an amide linkage, and 
both the type of amino acid and their order in the macromolecular chain 
determined structure and function. The site of the chemical reaction, whether 
acting as a receptor for information transfer or as a locale for catalytic reaction, 
featured a specific order of the atomic structure that, in turn, enabled the active 
site to selectively bind its targeted substrate. And as chemical means of 
analyzing the active site gave way to structural analysis of proteins in their 
entirety, one increasingly finds the correlation between protein structure and 
function described in terminology that reflects the dynamic behavior of proteins. 
Proteins are often described as molecular machines and devices, and the protein 
as device has in fact entered the popular literature (2,3).  

Biomimetic chemistry is a term that was introduced in the 1970s (4-6) and 
may be loosely defined as the synthetic replication of chemistries associated 
with biological materials. It is meant to describe an experimental approach to the 
chemical modeling of biomaterials that differs from classical bio-organic 
chemistry in the sense that biomimetic models are 'thematic', in other words, 
function-driven, rather than a replication of the biological original. For example, 
many early bio-organic models would attempt to synthesize small-molecule 
versions of an enzyme active site (i.e. the active site without the protein 
support), whereas biomimetic chemistry takes the viewpoint that the enzyme 
active site is simply a functionalized pocket, and that the pocket's function can 
be replicated by some general molecular cavity, such as afforded by 
cyclodextrin. And since the biomimetic emphasis is on function rather than 
explicit replication of biological structure, very novel approaches to the problem 
of 'molecule as device' have been undertaken, with explorations of novel 
synthetic stratagems such as templating, self-assembly, etc., all having a 
biological exemplar. 

At its origin, life, or perhaps more accurately, 'living chemistry', presumably 
had some of the chemical attributes that we recognize as being unique and 
desirous to replicate. It is therefore appropriate to ask from what types of 
chemical dynamics do the archetypes of "Nature's Robots" (3) come, and 
whether it is possible to synthesize models of proto-enzymes via simple 
reactions using directed-synthesis methods; in a sense, geochemical biomimicry. 
Chemical evolution denotes the processes by which simple inorganic molecules 
such as the volatiles found in planetary atmospheres react and combine to form 
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small molecules of low-volatility, which then serve as building blocks for large 
non-volatile and complicated molecules (7,8). And so explorations of plausible 
routes of chemical evolution and synthetic biomimetic chemistry are 
complementary, since both endeavor to find de novo methods of synthesizing 
materials that mimic the chemistry of living matter. 

The subject of this chapter concerns the chemical evolution of one type of 
biological polymer, namely the proteins, which are synthesized in vivo from a 
finite set of monomers via a collection of interacting chemical reactions broadly 
defined as metabolism. The sequence of the monomers in the polymer imparts 
information – polymer structure and function – that is derived from a template 
within the synthetic apparatus of the cell. But while the chemical linkage of 
amino acids to generate a polypeptide chain is simple, imparting information to 
that chain is not.  Chemical information is represented by atomic order and may 
be translated via templated reactions, in which a primary source of information 
(the template molecule) determines the assembly of a complementary molecule 
(9) for example, the translation of a DNA sequence into a specific protein in 
vivo. But it stands to reason that at some point during the earliest stages of 
chemical evolution on the primordial Earth there was no coupling between the 
polynucleic acids, the so-called 'RNA World' with its own polynucleic acid 
catalysts (10), and the polyamino acids. And so, one may argue that cells 
equipped with a polymer-to-polymer templating machinery (i.e. the 'progenotes', 
reference 11) evolved from an ancestor (or ancestors) that may be described as a 
viscous electrolyte solution containing small organic molecules and catalytic 
macromolecules, which may or may not be encapsulated. In other words, we are 
searching for reactions in complex mixtures of simple organic molecules that 
exhibit some manner of templating and so yield a set of, in effect, supported-
metal catalysts that range in function in much the same way as the various 
classes of enzymes. Such reactions would, in turn, act reflexively upon the 
original pool of small organic molecules and set in motion what we call 
metabolism.  

Chemical Evolution as a Strategy for Biomimetic Synthesis  

Anabolic metabolism denotes those reactions of the cell that build 
complicated molecules from simple precursors that are derived from the 
degradative reactions of catabolic metabolism. The cell, in other words, may be 
regarded as a dense pool of small organic molecular building-blocks that might 
be denoted as 'synthons', to borrow terminology from modern approaches to 
synthetic organic chemistry (12-14). For example, Calvin's textbook (7) contains 
introductory chapters that describe what he calls 'molecular paleontology', which 
resembles a retrosynthetic analysis of intermediary metabolites. The reactions 
that we collectively call 'metabolism' therefore correspond to the multiple 
dynamic processes that occur within this pool of synthons, which act in an 
integrated fashion with both negative and positive feedback and ultimately 
determine the compositional make-up of the system at any point in time.  

Chemical evolution presumes that there was a primordial source of these 
synthons that comprise the basis of anabolic metabolism. Molecules exist only at 
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low temperature (a relative term), making their appearance first as diatomic 
molecules among late type stars with temperatures on the order of 10,000K (15). 
Representative molecules of stellar origin that are suggestive of organic 
molecule precursors include the diatomics CH, CN, CO, and polyatomics such 
as HCN, HCnN (n = 2, odd numbers up to 13), HCO, CH4, CnH and CnH2 (n = 2, 
3, 4), C2H4, C2H3N. NH3, H2O, and SO2 complement this catalog of relevant 
stellar molecular building-blocks, but neither O2 nor O3 are detected in stellar 
spectra (15). 

The interstellar space is populated by a rich variety of molecular species, 
alone or associated with (and in fact, synthesized upon) accretive particulates 
such as ice, dust and grains (16). Condensation processes in interstellar clouds 
lead to the production of hydrogen-rich molecules H2O, NH3, and CH4, plus CO, 
CO2, N2, and O2. Larger molecules include formic acid, formamide, methanol, 
ethanol, methyl formate, etc., and some spectral studies have indicated that 
polycyclic aromatic hydrocarbons are synthesized on grains (16). The basic 
synthons of (bio)organic synthesis are therefore found in the interstellar dust, 
and the chemical flux among these molecular species is presumably maintained 
by high energy stellar radiation. 

Terrestrial planets form by accretion of particulates (planetesimals), and so 
the various organic molecules of abiotic origin are potentially present during 
planetary formation (17,18). Those that we would identify as organic synthons 
of primordial life are presumably present only in trace quantities, and we look 
towards energetic processes that would result in their production via the more 
abundant volatiles, namely the elements of the Archean atmosphere (19-21). 
Spark discharges in simple gas mixtures that mimic primitive planetary 
atmospheres yield a condensate of small organic molecules (22,23). This 
procedure has been replicated (cf. references 7,8) using variants of the model 
primordial atmosphere (i.e. gas composition) and the driving force (i.e. heat, 
shock wave, ionizing radiation, etc.). Collectively, these experiments 
demonstrate that a simple combination of small inorganic molecules commonly 
found in planetary atmospheres will, upon an input of energy (independent of 
form), yield a collection of small organic molecules whose identity is 
recognizable as coinciding with some of the intermediates of metabolism, 
particularly those of methanogenic bacteria (24). The experiments therefore 
represent a region of overlap between the abiotic and biotic chemistries.  

The spark discharge experiments and their ilk jibed with early hypotheses 
that life evolved from a primordial ocean rich in organic molecules via, for 
example, evaporative concentration (25,26). In this conceptual model, the pool 
of organic molecules containing one to four carbon atoms in their skeleton forms 
a synthon basis for what can be imagined as combinatorial syntheses subject to 
suitable reaction conditions. For example, among the organic molecules 
produced in the spark discharge were several of the amino acids (22), and 
because these monomeric precursors of proteins are bifunctional, they may be 
linked to yield polypeptides (dubbed proteinoids) via a thermally driven 
condensation reaction (27,28). This sequence of spark discharge, followed by 
thermally-driven polymerization of select monomers served as an early plausible 
model of a chemical evolution route from inorganic (polyatomic) molecules to 
macromolecules suggestive of biopolymers that was attractive because it was 
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also consistent with early geological models of chemical evolution that invoked 
a primordial ocean and evaporative concentration 'seaside model' of life's 
origins. 

The conditions on the primordial Earth and the timing of life's origin have 
been open to debate, however, and so alternate models of chemical evolution 
have been described. Woese, for example, has proposed a model that reflects a 
primordial Earth that resembles the planet Venus in the sense that the 
atmosphere was predominantly CO2 and the Earth's surface temperature was too 
hot for water to exist in its liquid state (29). The system in which chemical 
evolution takes place therefore consists of fine water droplets that contain 
organic synthons and undergo a kind of reflux between the hot terrestrial surface 
and the atmosphere (something akin to a sauna). As such, the small water 
droplets in which chemical evolution occurs are inherently "cellular" in the 
sense that the aerosol droplets are nearly the same size as cells and would 
therefore impose similar spatial constraints upon organic molecules sequestered 
within them. Woese also emphasizes that the large surface to volume ratio of 
these aerosols would render significant interfacial chemical processes.  Such 
processes are easy to replicate in the laboratory by spraying amino acid solutions 
into a hot crucible (Figure 1). 

Bacteria have long been known to inhabit the aerosols of clouds, and recent 
studies of the atmospheric aerosols have demonstrated that these aerosols are 
likewise rich in organic molecules (30). It has therefore been proposed that 
atmospheric aerosols comprised a medium for chemical evolution (31,32), 
although this model differs from that of Woese by invoking a role for an existing 
ocean (reminiscent of Oparin's primordial soup, which Woese rejects, 29) and a 
photochemical reaction process. Dobson et al. (31), for example, describe a 
model in which the aerosol originated from a primordial ocean in the form of 
spray, and the aerosols, once in the atmosphere, were subjected to ultraviolet 
radiation, which initiated photochemical reactions. The Woese model, by 
contrast, largely depends on thermal processes (interaction with the Earth's hot 
surface) because a dense atmosphere would presumably attenuate the chemically 
activating ultraviolet radiation. It is also worth mentioning that the Miller-Urey 
experiments cited above (22) injected water into the model atmosphere via a 
boiling water bath, which means that these discharge reactions probably 
included some aerosol component.  
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Figure 1. Proteinoid material created by spraying a solution of amino acids 

onto a hot crucible in a furnace. 

A third model of chemical evolution has been proposed that follows from 
discoveries of thermophilic bacteria and organic material in the efflux of deep-
sea vents (33,34). These submarine hydrothermal vents are recognized as 
gradient environments in the sense that they serve as a continuously varying 
physical and chemical link between the ocean and the Earth's magma and, as 
such, these gradient environments possess two attributes that are lacking in the 
aforementioned models, namely, a geochemical link and an energetic driving 
force that is continuous rather than intermittent. The model is also all-
encompassing: heat derived from newly formed oceanic crust was the driving 
force for the conversion of inorganic molecules to organic synthons – the 
molecules of intermediary metabolism – followed by polymerization reactions 
in shallow oceans that are rich in these organic synthons, but there is also 
evidence that polymerization may have occurred at high temperature and 
pressure (34), that is, at the sea floor, despite arguments to the contrary (35).  

The seawater at thermal vents is at high temperature and pressure, and the 
so-called gradient environment at the ocean floor may therefore be regarded as a 
supercritical fluid. Polymerization reactions can occur under such conditions, 
but the mechanism of chain propagation differs from that proposed in 
connection with the Harada-Fox model (27). Rather than condensation reactions, 
chain growth polymerization reactions under high pressure typically tend to 
proceed via free radical, ring-opening, cationic or anionic processes (cf. 
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references 36,37). Seawater at a deep-sea thermal vent will be rich in metal 
cations derived from dissolved minerals, and so the conditions for 
polymerization are, in principle, favorable. There is, for example, evidence that 
long-chain hydrocarbons may be formed in hydrothermal conditions via Fischer-
Tropsch routes (38,39).  

Although rare in the literature, there is a precedent for a condensation-like 
polymerization in which the supercritical medium, in this case CO2, facilitates 
the reaction to polyesters by extraction of ethylene glycol (40). But, apropos to 
abiotic synthesis of proteinoids, a condensation reaction analogous to the Fox-
Harada polymerization would require water extraction. Some experiments and 
thermodynamic models suggest that dehydration processes are indeed possible 
in supercritical aqueous solutions (41,42), but these theoretical models must be 
reconciled with other experimental studies indicating that amino acids 
decompose via decarboxylation and deamination under conditions that are 
believed to accurately represent the gradient environment of the hydrothermal 
vent (43).   

To summarize, there exist three chemical evolution models that parallel 
synthetic polymerization procedures and whose reaction conditions may be used 
as strategies for biomimetic syntheses of biopolymers from organic synthons:  

 
1. Bulk condensation polymerization driven thermally or by an exogenous 

dehydration reagent, such as an acid anhydride, from a concentrated 
solution. 

2. Emulsion polymerization from aerosols or micelles driven photochemically 
or thermally, but governed by the properties of interfaces and  interfacial 
processes. 

3. Polymerization in supercritical water driven thermally. 
 

Each of these synthetic strategies has a precedent in synthetic polymer 
chemistry. For example, polyamides (e.g. nylon) are synthesized from melts 
containing their monomer; and styrene may be polymerized in micelles of 
laurate (36). High pressure polymerization is usually used to modify reaction 
parameters, such as rates and degree of polymerization, mechanisms of chain 
transfer and branching processes, and polymer properties, but the supercritical 
solvent enables one to optimize the solvent-reactant interaction, yielding 
homogeneity or inhomogeneity. The latter suggests emulsion polymerization; 
there is considerable overlap between the methods. But from the standpoint of 
synthetic biomimetic chemistry, the syntheses of C-3 and higher organic 
synthons from gaseous precursors and the various polymerizations of a select 
group of these synthons collectively suggest plausible routes from inorganic 
volatiles to biomimetic macromolecules in which the energy required to drive 
the reaction decreases as one progresses towards molecular complexity.  
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Templated Reactions and the Geochemical Factor in Chemical 
Evolution  

The three chemical evolution mechanisms of prospective proteinoid 
formation describe the polymerization of a select pool of monomers (i.e. amino 
acids) in a medium that is either homogeneous (bulk polymerization) or 
heterogeneous (emulsion polymerization). The thermally driven condensation 
polymerization of glycine (or a mixture of amino acids) from a glutamic acid 
melt is an example of a bulk process, and in both execution and outcome the 
reactions described by Harada and Fox (27,28) resemble the condensation 
polymerization of polyamides such as nylon (44). In general, the condensation 
of amides (i.e. amidation) is "rapid above 180° to 200°C, and remarkably free of 
side reactions" (45). A typical synthesis, for example, entails the heating of 
aminoundecanoic acid (a monomer that is a low melting liquid) at 220°C for 
three hours. The water that is expelled during the amide condensation is lost via 
evaporation, and any that remains within the system is immiscible with the 
molten mixture of growing polymer and unreacted monomer. Such amidation 
processes from bulk are one type of the so-called step-reactions that proceed via 
second order kinetics, and the ultimate size of the polymer is determined by the 
efficiency of the reaction and thus affected by experimental conditions (45).   

Harada and Fox used pyroglutamic acid as a medium for the condensation 
polymerization of glycine because the latter does not melt at temperatures below 
240°C (where it decomposes); at 180°C glutamic acid is converted to 
pyroglutamic acid via a condensation process that is reminiscent of Staudinger's 
early synthetic route towards β-lactams (46). The pyroglutamic acid remains 
liquid at temperatures above 160°C, and, as such, the condensation 
polymerization of glycine in a pyroglutamic acid melt is akin to the general 
procedure of performing reactions in fused salts. In practice, the glutamic acid 
may be first converted to pyroglutamic acid, and glycine then added to the melt, 
or the solid amino acids (glutamic acid and glycine) may be mixed prior to 
heating. In the latter case, glycine 'dissolves' into the pyroglutamic acid melt as 
it is formed.  

The bulk polymerization reaction of glycine from a pyroglutamic acid melt 
has kinetic features that are consistent with those described by Flory (45) in the 
condensation reactions that yield polyamides; for example, a correlation 
between average molecular weight and the surface-volume ratio of the melt. 
And because it is a simple reaction that is representative of a chemical evolution 
step towards biological macromolecules, this thermally-driven condensation 
reaction may be used as a starting point from which we begin to consider the 
geochemical influence of the reaction. In their bulk polymerization experiments, 
Fox and Harada reported that the incorporation of amino acids from the melt 
into the proteinoid was not statistical (28), which suggests that some kinetic or 
thermodynamic factor controls the relative rate of amino acid incorporation and 
therefore results in a kind of selection. The result is not surprising, because this 
is consistent with the general features of amidation, among which there is a 
relationship between process efficiency and the polymer chain growth. But it 
does suggest that there may have been a physico-chemical mechanism for 
establishing amino acid motifs within proteinoids during the earliest stages of 
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chemical evolution, that is, prior to establishing a link between the polynucleic 
acids and polypeptides (genes and their products). 

Critique of the Harda-Fox Polymerization and Refinement of Conditions 

The thermally-driven condensation polymerization of amino acids, as 
initially described by Harada and Fox (27,28) and summarized in the preceding 
section, has been criticized on account of the apparent side reactions that occur 
during the melt. This criticism is summarized by Wills and Bada (47) in context 
of the history of chemical evolution research, but the gist of the problem lies 
with the pyrolysis of amino acids at high temperatures, which renders 
polymerizations more random than the desired synthetic route towards linear 
polypeptides. 

It would appear that in their initial report (27), Harada and Fox were 
strongly influenced by concurrent discoveries concerning condensation 
polymerization reactions, such as those by Carruthers and Flory (cf. reference 45 
for an historical narrative), and their synthetic procedure closely resembles 
descriptions of polyamide synthesis. But the conditions under which one 
performs the synthesis of polyamides via condensation will lead to 
decomposition of amino acids. For example, syntheses performed in the manner 
described by Harada and Fox (27), in which the dry amino acids are melted at 
180°C and then allowed to react for several hours at 170°C, result in an 
enormous degree of decomposition: approximately 99% of the initial mass 
charged to the Schlenk tube is lost as volatiles (e.g. NH3, CO2, H2O), and one is 
left with a brittle resin that is insoluble in all solvents save formic acid or o-
cresol. But if the glutamic acid melt is prepared and allowed to react at 160°C, 
there is very little decomposition, and one recovers solid material whose 
solubility behavior and response to spot test analyses are more consistent with 
those of peptides.  

Much of the criticism directed at the Harada-Fox syntheses and thermal 
vent models in general arises from decomposition processes that occur once one 
exceeds a temperature of 160°C (47). The problem is particularly acute if one 
uses the syntheses of polyamides as a guide for setting reaction conditions, but it 
should be pointed out that Harada and Fox do mention in their papers that the 
reaction yields were improved at low temperature (27,28). Bulk samples of 
glutamic acid in our Schlenk tubes (25 mm diameter) take approximately 2 
hours to melt at 160°C, but once this occurs the reaction proceeds without the 
discoloration of the melt (turning amber) described by Harada and Fox (27,28) 
or significant loss of mass not attributable to water being expelled. And finally, 
the polymerization of glutamic acid appears to proceed via a ring-opening 
mechanism: the work-up of melts that are quenched after reaction times of 2, 4, 
8, 16 and 32 hrs reveal that glutamic acid is consumed after 4 hrs, followed by a 
steady increase of  polymeric material up to 32 hrs.   
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Templating in Synthetic Chemistry 

In general, the outcome of chemical syntheses in homogeneous media is 
governed by the relative thermodynamic stability of all reaction outcomes, but 
the outcome of a given reaction can be directed towards a particular product by 
additives that act as a template during the reaction process (i.e. assembly of 
reactants into product material). The archetypical examples of these types of 
reactions are associated with macrocycle synthesis (48). For example, crown 
ethers are synthesized by linking two bifunctional linear molecules in a 
Williamson synthesis whose outcome is altered from the expected polyether (i.e. 
linear, with a product distribution representing a range of molecular size) to a 
small cyclic ether array of uniform size (Figure 2). This engineering of the 
reaction outcome is achieved by alkali metal cations in the reaction mixture, 
which coordinate the linear ether reactants and hold them in place during the 
coupling process. In other words, thermodynamic stability of products is 
superseded by a kinetic process, that is, the organization of molecular 
components on a template, during the reaction (49). 

 
Figure 2. The Williamson Synthesis.The upper scheme illustrates the general 

method of coupling, whereas the bottom scheme depicts the route towards cyclic 
structures that are usually templated. 

The synthesis of crown ethers represents an example of function following 
structure in the sense that the crown ethers owe their structure to reactions 
templated by a metal ion, which, in turn, results in their function as selective 
metal ion hosts. In many instances of synthetic biomimetic chemistry, the goal 
of the synthetic procedure is to replicate the selective binding of a substrate such 
as that found in enzyme active sites, and so the engineering of molecular 
recognition and/or selectivity by synthetic means is similarly achieved by using 
an ionic or molecular template during the assembly of the requisite synthons. A 
necessary condition in the designation of any given reaction as being templated 
is this topological control. And, in general, there is a kind of hierarchy among 
these host-guest combinations that may be used as a guide (50). 

For example, a simple bimolecular complex might entail a dative interaction 
between two atomic or molecular species, such as the iodine-benzene charge-
transfer complex, that features only minimal spatial organization. These 
complexes are weak and topologically indeterminate because the interacting pair 
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has a small number of functionalities participating in the interaction (mono-
dentate, bi-dentate), and so spatial ordering is often observed only when these 
complexes are crystallized (e.g. 2:1 diselenane:iodine). Increasing the number of 
ligand atoms on the individual molecules allows the molecules to interact over 
more loci, which then imposes spatial constrains upon the resultant complex. 
Ethylenediamine tetraacetic acid (EDTA) is a familiar complexing agent whose 
affinity and binding stability towards cations is greater than other reagents such 
as ethylene diamine because the former is hexadentate and coordinates metal 
cations at six positions, as opposed to two in the case of ethylene diamine. 
Similarly, a podand is an open-chained polyether (and therefore an analogue of 
crown ethers) that, because of the multiple ligand atoms, can wrap itself around 
a cation guest. In other words, the type of biomimetic chemistry that occurs in 
this case is based upon the chelate effect. 

With the formation of a polyether ring, as opposed to a linear array, it 
follows that crown ethers represent another degree of (spatial) order imposed 
upon a multi-dentate molecule. Additional spatial order may be imposed by 
capping crown ethers (e.g. lariat ethers, cryptands) or synthesizing spherical 
complexes (spherands). It is significant to note that with each step of increasing 
spatial order one observes a greater degree of selectivity of the so-called host 
towards a prospective guest (48,50). A catalogue of these various topological 
ligands is illustrated in Figure 3. 

The jargon used in defining template-mediated reactions varies. One 
scheme of categorization relies on the reaction topology and defines 
"cyclization", "linear", or "interweaving" templates (49). The preceding 
description of crown ether synthesis is a representative example of cyclization 
templating, whereas the replication of DNA strands would correspond to a linear 
template reaction. In the interweaving process, the template acts as a kind of 
locus for two molecules that independently react and become entwined (no 
covalent bond between two independent molecules). The corresponding terms 
found in the literature of templated macrocycle synthesis (48) are "positive 
template", around which a synthon wraps prior to intramolecular coupling, and 
"negative template", which prevents intramolecular coupling by separating the 
reactive end groups of the synthon.  

Coordination polymerization denotes a technique in which a monomer is 
directed towards the growing chain end through the formation of a coordination 
complex prior to linkage (51). For example, in the case of the so-called Ziegler-
Natta catalysts that are used in the polymerization of dienes, the formation of a 
bimetallic complex in which the monomer is held in close proximity to the 
polymer's terminal end ensures that the polymer 'grows' in a linear fashion and 
that the monomer addition is subjected to stereochemical control (51). More 
selective techniques of polymer synthesis have been introduced since the 
discovery of the Ziegler catalysts, and these have attributes analogous to those 
found in host-guest complexes. 

Templating, or 'molecular imprinting' (52), is currently used during the 
polymerization process in order to engineer selective sites in macromolecular 
adsorbants (53). The template functions in a manner identical to that described 
in the case of macrocycle synthesis, although the attributes of the template after 
synthesis in some cases differ. For example, it is mandatory that the template be 
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removable following the synthesis when the imprinted polymer network is to be 
used as a chromatography medium. But as in the case of the cyclization 
reactions that are used to synthesize host-guest pairs, the template interacts with 
a monomer via some functional group that is supplementary to the functional 
groups that participate in chain growth, and these newly coordinated monomers 
become part of the growing polymer network while fixed in a geometric order 
that is dictated by the template. 

 
Figure 3. A catalogue of templated ligands of increasing level of encapsulation 

and specificity. 

The imprinted adsorbants also seem to impart stability to their guest. Silica 
gels that are imprinted by and demonstrate specificity towards dye molecules 
also retard the degradation of the dye in the bound state, and similar experiments 
with a protein (cytochrome c) yielded an adsorbate that retained its function 
despite dry storage at room temperature, and harsh chemical treatment (54). This 
demonstrable resistance to degradation is relevant to abiotic origins of 
macromolecules and chemical evolution because it addresses some of the 
criticism raised concerning the stability of the organic precursors. Molecular 
imprinting may also be recognized as being at the root of one theory that 
attributes the chemical evolution of molecular information (55) to the mineral 
world: crystal structure of inorganic compounds imprints the organic milieu, 
which passes along the imprinting as the organic systems become more 
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complicated. One likewise sees the reflexive interplay between mineral and 
organic syntheses in the literature of biomineralization (56,57).   

On the Prospect of Templating and the Chemical Evolution of Protein 
Motifs 

Amino acids and peptides form well-defined coordination compounds with 
metal cations (58,59), and so it stands to reason that any polymerization of 
amino acids that occurs in an abiotic system will be governed by the 
geochemical contribution of salts to the reaction milieu. Evidence of such a 
templating effect has been presented in connection with the evaporative cycle 
experiments (60), which are also denoted salt-induced peptide formation 
reactions or the so-called seaside model of chemical evolution (61). Typical of 
these reactions is the mixing of amino acids in an aqueous solution containing 
CuCl2 and NaCl (mole ratio of a single amino acid to Cu+2 and Na+ is 
approximately 1:1:10), followed by evaporation of the water at 85-90°C and 
replacement of the water in 24 hr cycles. The products, which are dipeptides, are 
selected in the sense that certain pair sequences appear more often, and the 
preferences shown coincide with "three of the four most frequent homopeptide 
linkages in archaebacteria" (62). 

The side chain group of amino acids provides a means to interact with a 
template while leaving the α- amino and carboxyl groups free to participate in 
chain propagation reactions, which is how molecular imprinting is achieved 
among the synthetic polymers (51). The metal binding groups of amino acids are 
diverse, and affinity of these ligands towards a metal ion is ultimately governed 
by their pK (63). In other words, the coordination of the amino acid by a metal 
ion template is determined by how much more strongly the metal binds to the 
amino acid's functional group than hydrogen ions, which in turn is determined 
by the solvent system in which the amino acids and metal ions are dissolved. 
And so it is plausible that co-polymerization of amino acids in the presence of 
metal ions would be imprinted as coordination complexes form, followed by 
ligand linkage via the insertion of peptide segments. 

A molecular imprinting scenario may be illustrated using copper proteins as 
a model. The copper binding site that is found among the so-called 'blue' copper 
proteins features a motif in the form of a loop that contains three amino acids 
whose side chains function as ligands to the Cu+2 ion, Cys−Xn−His−Xm−Met, 
where Xi denotes a 'spacer' of i amino acid units. For example, n and m are 4 and 
3, respectively, in the Type I copper protein azurin (64). One might therefore 
conceive of a primordial copper protein created abiotically as copper ions 
coordinated, for example, cysteine, histidine, and methionine, which were then 
linked to form a motif resembling the Type I binding site. The process, 
presented as such, does not connote efficiency, but a lack of efficiency is not 
necessarily inherent to molecular imprinting (52). 
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Condensation Polymerization in the Presence of Metal Ions  

Modification of the Harada-Fox (27) Synthesis 

In crystals obtained from aqueous solutions, glycine forms metal complexes 
as a bidentate ligand via its terminal carboxyl and amine functional groups, for 
example, Zn(Gly)2·H2O (65). Non-chelate (unidentate) coordination by glycine 
does occur in two special cases (i.e. with Ag(I) and Pt(II); cf. reference 59). 
Glycine and its oligomers also form stable complexes with metal ions in solution 
that, in turn, enhance the solubility of both members of the complex (59). And 
so by using the polymerization of glycine in a pyroglutamic acid melt as a 
benchmark, we can examine the prospect of templating by incorporating metal 
cations into the melt as the formate or acetate salt.   

As a standard protocol replicating the Harada and Fox procedure, a 
glutamic acid and glycine mixture (molar ratio 2:1) is heated at 180°C for 1 
hour, at which point the reaction tube containing the melt is transferred to a 
second block heater at the desired temperature (165-170°C) for the specified 
reaction time. An improved procedure, however, that greatly reduces pyrolytic 
decomposition of the amino acids entails using the 160°C temperature for both 
the melting process and subsequent reaction.  

During trials intended to explore the role, if any, of the primordial 
atmosphere, we experimented with Schlenk reaction tubes outfitted with a 
Contat-Gockel trap (a saturated solution of NaHCO3) that exchanges CO2 and 
H2O with the vapor over the melt. This method of poising the atmosphere above 
the melt prevented evaporative loss of water and resultant formation of a 
hardened resin, and from the standpoint of chemical evolution is consistent with 
an atmospheric model that is compositionally dominated by CO2 and H2O vapor. 
When performed under these conditions, the melt obtained during the 
polymerization of glycine in pyroglutamic acid typically remains a wheat color 
– it does not turn amber – and remains plastic. Work-up, following the 
procedures described by Harada and Fox (27), is thereby facilitated and yields 
the identical white polymeric precipitate. 

The addition of metal ions to the melt affects the rate of polymerization and 
therefore the number average molecular weight of polyglycine produced in a 
Harada-Fox reaction scenario, and this result is consistent with the suggestion by 
Harada & Fox that the precise mechanism of polymerization in their mixture of 
pyroglutamic acid and glycine may be through ionic addition (28). But this same 
manipulation of rate and degree of polymerization can be achieved by varying 
the surface-to-volume ratio of the melt, and so the rate at which water can be 
physically removed from the melt via the interface is, at least in part, a factor. 
The metal ion does not seem to promote incorporation of glutamic acid into the 
chain, which is somewhat surprising given that metal ions are used as initiators 
for ring-opening polymerizations (in many cases using lactams as the 
monomer). Evidence for chain transfer linkage formation may be inferred from 
mass spectral data for peptides synthesized using glycyl-glycine as a starting 
material: the peptides produced do not grow by multiples of a two-glycine unit, 
as expected for a simple condensation process, but rather include odd-numbered 
oligomers. 
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Complexation by the amino acids prior to polymerization alters the kinetics 
of chain propagation, which is consistent with the presumed catalytic role of the 
metal in these reactions (51), but amino acid salt formation has further 
implications from the standpoint of chemical evolution: the polymerizations 
may be performed at temperatures that more closely resemble those found on the 
Earth's surface. Amino acids form salts with carboxylic acids (e.g. formic and 
acetic), and these salts tend to melt at lower temperatures than the corresponding 
amino acid. For example, a mixture of the formate salts of glutamic acid and 
glycine (analogous to the first Harada-Fox melt, reference 27) fuses at 150°C, 
and the yield of polymer after four hours exceeds the typical yield obtained with 
the corresponding melt of amino acids. This trend towards lower melting points 
continues as one increases the number of amino acids in the mixture: as a 
mixture of their formate salt, the Fox-Harada mixture of 16 amino acids (cf. 
reference 28) is a viscous paste at room temperature. The formation of peptides 
and ultimately precipitation of macromolecules from a concentrated aqueous 
solution of amino acid salts can be effected at 50°C.  

Resolution and Discrimination of Products in the Peptide Mixtures 

From the standpoint of chemical evolution, the preceding results are 
relevant to reconciling abiotic amino acid polymerization reactions with 
temperatures attainable on the Earth's surface. But from the standpoint of 
biomimetic chemistry and the chemical evolution of functional proto-enzymes 
(i.e. motifs), they do not, and in fact can not, provide insight as to whether the 
metal ion is directing the reaction outcome towards a specific set of (imprinted) 
macromolecules. And so one has to implement a different type of experimental 
assay, namely two-dimensional mapping methods such as those employed in 
proteomic studies (66). The goal in proteomic research is to assess gene 
expression, namely the protein products, in an organism in a temporal context, 
and so a large number of diverse proteins must be assayed in a single sample: a 
situation analogous to that found in a synthetic chemical evolution experiment. 
A two-dimensional 'map' of the protein mixture is generated by chromatographic 
means with two or more solvents (67), by combining electrophoresis and 
chromatography, or, alternatively, isoelectric focusing and electrophoresis. 
Individual proteins will migrate according to their charge, size and chemical 
affinity towards the medium, and the resultant pattern of proteins reveals a 
compositional profile of the mixture. Once resolved, the proteins may be eluted 
for further analysis.  

Figure 4 illustrates how two-dimensional mapping may be used to assess 
changes in the peptide composition of a melt following a Harada-Fox type of 
synthesis containing 16 amino acids (28). The maps were obtained on a 
cellulose substrate with the first dimension corresponding to electrophoresis at 
pH 3.5, followed by a second dimension chromatograph using n-
butanol:pyridine:acetic acid:water as a solvent. The patterns that are obtained 
from this small sample of reactions are clearly different, which presumably 
reflects the effect of metal ion addition to the melt. Chromatographs 4a-4c 
correspond to variations in the melt after incubation for 4 hrs at 170°C, and there 
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is a marked change when Cu+2 is added to the melt. A fourth map, Figure 4d, 
represents the peptide profile of the same 16 amino acid mixture after incubation 
at 60°C in an ammonium formate solution for seven days. 

 
Figure 4. Two-dimensional maps of amino acid melts and their proteinoid 

products. First dimension: thin layer electrophoresis; second dimension: thin 
layer chromatography. (a) Peptide map obtained following the incubation of 
glycine in a glutamic acid melt at 170°C for 4 hrs; (b) Peptide map obtained 
following the incubation of the same amino acid melt with Mg+2 added as the 
acetate salt; (c) Peptide map obtained following the incubation of the same 

amino acid melt with Cu+2 added as the acetate salt; (d) Peptide map obtained 
following a replication of the Harada-Fox experiment (28) using the 16 amino 

acid mixture, but at far lower temperature: 60°C. 

Conclusion 

This literature survey has demonstrated that there exist parallels between 
the literatures of synthetic chemistry and chemical evolution and that they are, in 
fact, complementary. One can, for example, identify individual techniques of 
laboratory polymer synthesis in each of the somewhat broader and molecularly 
more encompassing models of chemical evolution. The variety of experimental 
tests applied to models of chemical evolution, both with respect to small 
molecules and macromolecules, plus the successful synthesis of biomimetic 
molecular devices by means and reagents that were not likely to have existed on 
the primordial Earth, suggest that no one process may be attributed to the origin 
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of life, at least with respect to its requisite molecules. In other words, chemical 
evolution in all likelihood resembles hereditary evolution in which statistics (and 
the skewing thereof by exogenous factors) determines the compositional profile 
of the system – much as one would describe the pooled reactions of metabolism. 

What does seem to recur and therefore stand out as an important factor, 
possibly as a modifier of the statistics, is molecular imprinting. Molecular 
imprinting affects a synthetic process via kinetic factors (as opposed  to  
thermodynamic) and therefore does alter the statistics of the process, in effect, 
directing outcomes. The discussion in previous sections concerned molecular 
imprinting in polymers as a means towards the creation of specific binding sites 
that are suggestive of proto-enzymes, but molecular imprinting is likewise 
implicated at the onset of chemical evolution, that is, during cosmochemical 
events, because certain small molecules (e.g. polyaromatic hydrocarbons) seem 
to be closely associated with a particular type of interstellar dust (cf. reference 
16). It stands to reason therefore that arguments to the effect that life emerged 
from combinatorial events (68), as opposed to a direct route, are valid, and such 
arguments applied to so-called chemical evolution thereby merge seamlessly 
both with the chemistry of metabolic processes and with theories of organismal 
evolution, such as that described by Gould (69,70).  

References 

1. Colloid Chemistry; Alexander, J., Ed.; The Chemical Catalog Company: 
New York, 1929; Volume 2, p 327. 

2. Drexler, K.E. Engines of Creation; Doubleday: Garden City, NJ, 1986. 
3. Tanford, C.; Reynolds, J. Nature's Robots. A History of Proteins; Oxford 

University Press: New York, 2001. 
4. Breslow, R. Chem. Soc. Rev. 1972, 1, 553–580. 
5. Breslow, R. Acc. Chem. Res. 1980, 13, 170–177. 
6. Biomimetic Chemisty; Dolphin, D.; McKenna, C.; Murakami, Y.; Tabushi, 

I., Eds.; American Chemical Society: Washington, DC, 1980. 
7. Calvin, M. Chemical Evolution; Oxford University Press: New York, 1969. 
8. Lemmon, R. M. Chem. Rev. 1970, 70, 95–109. 
9. Encyclopedia of Supramolecular Chemistry; Atwood, J. L.; Steed, J. W., 

Eds.; Marcel Dekker, Inc.: New York, 2004; Volume 2, p 1493. 
10. The RNA World; Gesteland, R. F.; Atkins, J. F., Eds.; Cold Spring Harbor 

Laboratory Press: Plainview, NY, 1993. 
11. Woese, C. Proc. Natl. Acad. Sci. USA 1998, 95, 6854–6859. 
12. Corey, E. J. Pure Appl. Chem. 1967, 14, 19–38. 
13. Fuhrhop, J.; Penzlin, G. Organic Synthesis. Concepts, Methods, Starting 

Materials; Verlag Chemie GmbH: Weinheim, Germany, 1986. 
14. Corey, E. J.; Cheng, X.-M. The Logic of Chemical Synthesis; John Wiley & 

Sons: New York, NY, 1989. 
15. Jaschek, C.; Jaschek, M. The Behavior of Chemical Elements in Stars; 

Cambridge University Press: Cambridge, UK, 1995. 
16. Dust and Chemistry in Astronomy; Millar, T. J.; Williams, D. A., Eds.; 

Institute of Physics Publishing: Bristol, UK, 1993. 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

D
E

L
A

W
A

R
E

 M
O

R
R

IS
 L

IB
 o

n 
Ju

ne
 2

8,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

6

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



330 

17. Planet Formation. Theory, Observations, and Experiments; Klahr, H.; 
Brandner, W., Eds.; Cambridge University Press: Cambridge, UK, 2006. 

18. Comets and the Origin and Evolution of Life, 2nd Ed.; Thomas, P. J.; Hicks, 
R. D.; Chyba, C. F.; McKay, C. P., Eds.; Springer-Verlag: Berlin, Germany, 
2006. 

19. The Origin and Evolution of Planetary Atmospheres; Henderson-Sellers, 
A., Ed.; Adam Hilger Ltd.: Bristol, UK, 1983. 

20. Budyko, M. I.; Ronov, A. B.; Yanshin, A. L. History of the Earth's 
Atmosphere; Springer-Verlag: Berlin, Germany, 1985. 

21. Rollinson, H. Early Earth Systems. A Geochemical Approach; Blackwell: 
Malden, MA, 2007. 

22. Miller, S. L. J. Am. Chem. Soc. 1955, 77, 2351–2361. 
23. Miller, S. L.; Urey, H. C. Science 1959, 130, 245–251. 
24. Schäfer, G.; Engelhard, M.; Müller, V. Microbiology and Molecular 

Biology Reviews 1999, 63, 570. 
25. Oparin, A. I. The Origin of Life on Earth; Oliver & Boyd: London, UK, 

1957. 
26. Haldane, J. B. Rationalist Ann. 1929, 148, 3–10. 
27. Harada, K.; Fox, S. W. J. Am. Chem. Soc. 1958, 80, 2694–2697. 
28. Fox, S. W.; Harada, K. J. Am. Chem. Soc. 1960, 82, 3745–3751. 
29. Woese, C. R. In The Origins of Life and Evolution; Halvorson, H. O.; van 

Holde, K. E., Eds.; Alan R. Liss, Inc.: New York, 1980; pp 65–76. 
30. O'Dowd, C. D.; de Leeuk, G. Phil. Trans. R. Soc. A 2007, 365, 1753–1774. 
31. Dobson, C. M.; Ellison, G. B.; Tuck, A. F.; Vaida, V. Proc. Natl. Acad. Sci. 

USA 2000, 97, 11864–11868. 
32. Tuck, A. Surveys Geophys. 2002, 23, 379–409. 
33. Baross, J. A.; Hoffman, S. E. Origins of Life 1985, 15, 327–345. 
34. Daniel, I.; Oger, P.; Winter, R. Chem. Soc. Rev. 2006, 35, 858–875. 
35. Miller, S. L.; Bada, J. L. Nature 1988, 334, 609–611. 
36. Polymerization and Polycondensation Processes; Platzer, N. A., Ed.; 

American Chemical Society: Washington, DC, 1962. 
37. Chemical Synthesis Using Supercritical Fluids; Jessop, P. G.; Leitner, W., 

Eds.; Wiley-VCH: Weinheim, Germany, 1999; p 297. 
38. Holm, N. G.; Charlou, J. L. Earth Planet. Sci. Lett. 2001, 191, 1–8. 
39. Lindsay, J. F.; Brasier, M. D.; McLoughlin, N.; Green, O. R.; Fogel, M.; 

Steele, A.; Mertzman, S. A. Precambrian Research 2005, 143, 1–22. 
40. Burke, A. L.; Maier, G.; DeSimone, J. M. Polym. Mater. Sci. Eng. 1996, 74, 

248–249.  
41. Shock, E. I. Geochim. Cosmochim. Acta 1992, 56, 3481–3491. 
42. Shock, E. I. Geochim. Cosmochim. Acta 1993, 57, 3341–3349. 
43. Klinger, D.; Berg, J.; Vogel, H. J. Supercrit. Fluids 2007, 43, 112–119. 
44. Pearce, E. M.; Wright, C. E.; Bordoloi, B. K. Laboratory Experiments in 

Polymer Synthesis and Characterization; The Pennsylvania State 
University: University Park, PA, 1979. 

45. Flory, P.J. Principles of Polymer Chemistry;  Cornell University Press: 
Ithaca, NY, 1953; p 94. 

46. Staudinger, H.; Klever, W.; Kober, P. Liebigs Ann. 1910, 374, 1–39. 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

D
E

L
A

W
A

R
E

 M
O

R
R

IS
 L

IB
 o

n 
Ju

ne
 2

8,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

6

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



331 

47. Wills, C.; Bada, J. The Spark of Life. Darwin and the Primeval Soup; 
Perseus Publishing: Cambridge, MA, 2000; p 54ff. 

48. Gerbeleu, N.V.; Arion, V.B.; Burgess, J. Template Synthesis of Macrocyclic 
Compounds; Wiley-VCH: Weinheim, Germany, 1999. 

49. Diederich, F.; Stang, P.J. Templated Organic Synthesis; Wiley-VCH: 
Weinheim, Germany, 2000. 

50. Steed, J. W.; Atwood, J. L. Supramolecular Chemistry; John Wiley & Sons: 
Chichester, UK, 2000. 

51. Billmeyer, F.W. Textbook of Polymer Science, 2nd. ed.; John Wiley & 
Sons: New York, 1971; p 319. 

52. Steinke, J.; Sherrington, D. C.; Dunkin, I. R. Adv. Polymer Sci. 1995, 123, 
81–125. 

53. Striegler, S. J. Chrom. B 2004, 804, 183–195. 
54. Dickey, F. H. J. Phys. Chem. 1955, 59, 695–707. 
55. Cairns-Smith, A. G. Genetic Takeover and the Mineral Origins of Life; 

Cambridge University Press: Cambridge, UK, 1982. 
56. Biomimetic Materials Chemistry; Mann, S., Ed.; Wiley-VCH: New York, 

1996. 
57. Whilton, N. T.; Vickers, P. J.; Mann, S. J. Mater. Chem. 1997, 7, 1623–

1630. 
58. Greenstein, J. P.; Winitz, M. Chemistry of the Amino Acids; John Wiley & 

Sons: New York, 1961; Volume 1, p 569. 
59. Inorganic Biochemistry; Eichhorn, G. L., Ed.; Elsevier Scientific: 

Amsterdam, Netherlands, 1973; Volume 1, p 162. 
60. Saetia, S.; Liedl, K. R.; Eder, A. H.; Rode, B. M. Origins Life Evol. 

Biosphere 1993, 23, 167–176. 
61. Geochemistry and the Origin of Life; Nakashima, S.; Maruyama, S.; Brack, 

A.; Windley, B. F., Eds.; Universal Academy Press: Tokyo, Japan, 2001. 
62. Rode, B. M.; Eder, A. H.; Yongyai, Y. Inorg. Chim. Acta 1997, 254, 309–

314. 
63. Glusker, J. P. Adv. Protein Chem. 1991, 42, 1–76. 
64. Baker, E. N. J. Mol. Biol. 1988, 203, 1071–1095. 
65. Low, B. W.; Hirshfeld, F. L.; Richards, F. M. J. Am. Chem. Soc. 1959, 81, 

4412–4416. 
66. Proteome Research: Two-Dimensional Gel Electrophoresis and 

Identification Methods; Rabilloud, T., Ed.; Springer Verlag: Berlin, 
Germany, 2000. 

67. von Arx, E.; Neher, R. J. Chromatog. 1963, 12, 329–341. 
68. Dose, K. Adv. Space Res. 1986, 6, 181–186. 
69. Gould, S. J. The Structure of Evolutionary Theory; J.; Harvard University 

Press: Cambridge, MA, 2002; Part 2. 
70. Gould, S. J. Punctuated Equilibrium; Harvard Univeristy Press: Cambridge, 

MA, 2007.  
 
 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

D
E

L
A

W
A

R
E

 M
O

R
R

IS
 L

IB
 o

n 
Ju

ne
 2

8,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

6

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



 

© 2009 American Chemical Society 333 
 

Chapter 17 

Better Evolution Through Chemistry: Rapid 
Evolution Driven by Human Changes to the 

Chemical Environment 
Stephen R. Palumbi 

Department of Biology, Stanford University, Stanford, CA 94305 

Evolution occurs when phenotypic variation among organisms 
causes differences in reproductive success, and when these 
phenotype differences are passed on to offspring. Human 
mediated changes in local and global environments can 
dramatically change levels of natural selection and can lead to 
rapid evolutionary change. Examples of pesticide and 
antibiotic resistance have grown along with the use of these 
chemicals in agriculture in medicine, especially when 
evolutionary arms races occur. Though small organisms with 
fast generation times are most likely to provide clear examples 
of rapid evolution, there are examples among larger-bodied 
species including humans. A pervasive chemical modification 
of the environment due to increased CO2 levels is threatening 
a wide array of plant and animal life. Though some species are 
already evolving in the face of such changes, climate shifts 
due to CO2 increases are occurring ten times faster than during 
a typical glacial cycle. Species with long generation times, or 
complex morphological traits are least likely to evolve fast 
enough to keep pace with this rapid evolutionary challenge. 
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Charles Darwin laid out the basic rules by which populations evolve, 
emphasizing that three major elements are required: variation among 
individuals, a link between variation and reproductive fitness, and heritability of 
the variation across generations (see 1 for review). Darwin traveled the world to 
accumulate evidence for the evolution of populations by natural selection, and 
found it in fossils and populations separated for millions of years (2). But 150 
years later, we can often see evolution occurring on our very doorsteps and can 
document rates of evolutionary change that would have astounded Darwin. 

Some of these examples of rapid evolutionary change derive from the 
strong impact humans have on the environment. By changing environments on 
local or global scales, human activity exerts new selective forces, or strengthens 
forces that might have been already acting (1,3). Study of the evolutionary 
responses to human environmental change have provided key examples of 
adaptive evolution. In many cases, rapid adaptation is seen among pest or 
disease species, and sparks a complex response from human industry that often 
results in an evolutionary arms race. Increasing attention is focused on the 
ecological effects of global climate change - with a major question being 
whether species are likely to evolve fast enough to keep up with current 
environmental shifts. 

Down on the Farm 

Agricultural uses of pesticides have increased tremendously from the 
beginnings of this industry in the 1950's. Annual expenditures on pesticides 
nearly doubled in the United States from 1980 to 2000, with increases in 
herbicide, insecticide and fungicide use (Figure 1; 4). At the same time, the 
number of insect species that have evolved resistance to at least one insecticide 
has reached about 500 by the year 2000, with some insects evolving powerful 
resistance to multiple, commonly used chemicals (5,6).  

Study of the molecular mechanisms of resistance shows some cases of 
evolutionary tinkering with normal cellular machinery (7). For example, 
resistance to the BT toxin Cry1Ac, genetically engineered into cotton, derives 
from evolution of a cadherin receptor gene so that it no longer binds to the toxin 
molecule (8,9). Other genetic changes include the upregulation of genes that 
detoxify pesticides, or the duplication of these genes so that they can produce 
more product. However, the availability of genome sequences from some insects 
also makes it possible to discover more radical adaptive evolution. 
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Figure 1: U.S. agricultural expeditures on pesticides have grown steadily. Data 

are from reference 4. 

In the fruit fly Drosophila melanogaster the mobile genetic element 
Doc1420 has recently jumped from gene to gene. When such an element moves 
in the genome and inserts itself inside a different gene, it often disrupts that 
gene's transcription. In one case, however, Doc1420 inserted itself inside the 
second exon of a particular fly gene, creating a new gene that contained the 
original first exon and a modifed second exon made up by half the original 
second exon and half by the mobile element itself (Figure 2). Over the past few 
decades, the frequency of this altered gene in the D. melanogaster population 
has increased remarkably, suggesting that it provides some selective advantage. 
Further work has shown that the new gene confers strong resistance to 
organophosphate insecticides (10). In this case, a radical genetic change appears 
to be adaptive in the presence of a modified chemical environment. 
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Figure 2: A gene in Drosophila (a) has had a transposable element Doc1420 
inserted into the second exon (b), generating a new gene that confers 
organophosphate resistance, is evolving rapidly, and has increased in 

abundance in the past few decades (Reproduced with permission from reference 
10. Copyright 2005 AAAS.) 

Public Heath and Evolution 

Insecticides have often been used for public health purposes, and have 
resulted in both widespread chemical usage and widespread evolution. The first 
use of DDT to control an arthropod infestation came in Naples in 1944. It was 
used by the invading Allied army to stop an infestation of lice that transmitted 
typhus (3). Such was the success of this program, that DDT was subsequently 
used all over the world to control insect vectors of disease. Malaria was just 
about eradicated in the United States in the 1950s by a combination of DDT and 
wetland drainage. However, attempts to repeat this success on the global scale 
largely failed because of the rapid evolution of DDT resistance by mosquitoes. 
In addition, the single celled blood parasite that causes malaria in humans 
(Plasmodium falciparum) has also evolved resistance to a battery of drugs used 
to treat it (see the readable review in 11).  

Today, malaria remains a critical global disease, with over 1 million deaths 
a year attributed to drug resistant Plasmodium (see 12). Recently a new strategy 
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has been deployed that has had some success. DDT is again being used to 
combat mosquitoes, but now the treatment does not involve wholesale spraying, 
but instead focuses on mosquito netting impregnated with DDT. This approach 
provides local protection against mosquitoes without exposing the whole 
mosquito population to such high DDT levels that DDT resistance quickly 
evolves. In addition, a new natural product based drug, Artemisin, appears to be 
effective in combating even multi-drug resistant Plasmodium. In Rwanda, 
treatment with DDT nets and Artemisin has helped drop hospital cases of 
malaria from 10,000 a year to under 4,000 cases a year (13). However, signs of 
evolution are already occurring and partial resistance to Artemisin has been 
recorded (14). 

Evolutionary Arms Races 

Evolutionary co-adaptation of predator and prey is a common occurrence in 
the history of life. This can lead to evolutionary arms races in which the 
evolution of better predation ability exerts selective pressure on prey for better 
escape, which exerts selection on the predator for higher abilities, etc. Similar 
evolutionary arms races have played out between disease microorganisms and 
human antibiotic use. In these cases, powerful antibiotics are invented and used 
widely, leading to selection on bacterial disease populations to adapt to them. 
The failure of antibiotics then leads to a search for a new antibiotic, which, when 
used widely, generates new adaptation, etc. 

A long series of adaptive evolutionary changes and antibiotic shifts has 
occurred during treatment of Staphylococcus aureas infections (Table I). At 
first, penicillin was nearly completely effective against these infections. But 
rising resistance rates in the 1950s caused a wholesale switch by hospitals to 
using a second drug, methicillin. Methicillin resistance was first reported in 
Cairo in 1961, and has been increasing steadily in the last few decades. People 
with a Methicillin Resistant Staphylococcus Aureus (MRSA) infection were 
treated with vancomycin instead. By the 2000s, MRSA became so common that 
methicillin is now rarely used. Vancomycin resistance in S. aureus was reported 
in Japan in 1996, and in 2000 a new drug, Linezolid, was approved for use 
against vancomycin resistant MRSA. Linezolid resistance was reported in 2002, 
and incidence of resistant infections, while usually under 1% by 2008, appears 
to be growing. 
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Table I: History of Antibiotic Treatment of Staphylococcus aureus 
Infections. 

Year Antibiotic history 
1943 Penicillin widely available 
1947 First resistance reported 
1960s Switch to Methicillin 
1961 Methicillin resistance reported 
1980s Methicillin resistance increasing, use of Vancomycin begins 
1990s Methicillin resistance up to 35%, Vancomycin use increasing 
1996 Vancomycin resistance reported 
2000 Linezolid approved  
2002 Linezolid resistance reported 
2006 Linezolid resistance rates 0.1% - 4% in hospitals 

 
These shifts in drugs mean that S. aureus infections are currently still 

treatable, but just as in other evolutionary arms races, the cycle of antibiotic -> 
resistance evolution -> new antibiotic generates escalation. For bacteria, the 
escalation is in the strength of antibiotic resistance. For the human community, 
escalation often means increases in cost of health care. Partially these increases 
come from increased hospital stays when an infection is resistant to treatment. 
Other costs, however, include the drugs themselves, which are expensive to 
develop and produce. Though Table II is by no means a broad survey of 
prescription costs, one internet supplier of pharmaceuticals in 2008 lists the per-
dose price of drugs used to combat S. aureus as a low of $0.69 for non-resistant 
infections, up to $42.75 for Linezolid. This nearly two-order of magnitude 
increase is part of the human price for antibiotic resistance. 

Other costs are also high. MRSA is a serious disease with a high mortality 
rate, and aggressive treatment is required. Kim et al. (15) list the average cost of 
treating MRSA infections contracted outside of hospitals at about $14,700 per 
case (16). The 100,000 out-of-hospital cases of MRSA cost about $1.4 billion. 
Overall, treating antibiotic resistance of S. aureus has been estimated to cost 
$24-$30 billion a year in the United States (3). 

Table II: Survey of Prescription Costs per Dose from Internet Sources 

Name cost/#doses cost per dose 
Amoxicillin $69.00 / 100 $0.69 
Methicillin off the market N/A 
Vancomycin $186.50 / 28 $6.64 
Linezolid $855.00 / 20 $42.75 
SOURCE: Prices from RxPOP.com April, 2008. 
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Evolution Writ Large 

The forgoing examples have some strong similarities. In most cases, the 
species involved are small-bodied with short generation times and large 
population sizes. These traits tend to enhance the ability of a population to 
respond to strong natural selection quickly. However, evidence of evolution of 
larger species also exists, even in humans. 

Among traits that may be considered adaptive in humans, one that received 
considerable study is the ability to digest lactose, the major sugar contained in 
milk. Most people express the major gene during infancy. However, after 
weaning, the gene (called lactase) is largely shut off in most humans. An 
exception occurs in populations of northern European origin, in which a single 
substitution in the regulatory region of the lactase gene is thought to retain the 
expression of this protein into adulthood, and to confer the ability to 
comfortably digest a diet high in dairy products. These populations also show a 
strong archeological record of cattle husbandry, and a strong element of dairy 
products in adult diets. A map of the prevalence of the allele that retains lactase 
production is very similar to the map of prevalence of cattle raising in Europe 
(Figure 3), suggesting that a change in diet sparked the evolution of this 
metabolic change, and that evolution by natural selection in the human 
population over the past 10,000 years is responsible for the ability of northern 
European adults to digest lactose (17). 

However, another possibility exists: that lactase expression changed for 
other reasons, just by random genetic drift, for example. If this were true, then a 
high dairy diet might have been permitted by a prior genetic change. These two 
possibilities boil down to asking which came first, widespread cattle farming or 
the allele for adult lactase expression? Recently, this question was directly 
answered in a study of the DNA of bones from northern European populations 
of 5,000 - 7,000 years ago. Though there were only 8 alleles of the lactase gene 
characterized in this study from this period, only one had the substitution that 
shows it to confer adult expression of lactase (18). Thus the gene was present 
but not yet prevalent when cattle raising was first spreading widely in northern 
Europe. This evidence suggests that diet shifted before genetic evolution 
occurred, and that natural selection for adult digestion of lactose was responsible 
for the high frequency of this allele. 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

G
U

E
L

PH
 L

IB
R

A
R

Y
 o

n 
Ju

ne
 2

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

7

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



340 

 
Figure 3: The distribution (dark shading) of prehistoric cattle ranching (a) and 
the genetic variant of the lactase gene promoter that allows it to be expressed in 

adults (b).The dashed line in b shows the region of intense cattle ranching 
activity from a.  (Adapted with permission from reference 17. Copyright 2003 

Nature Publishing Group.) 

Climate Change and the Evolutionary Marathon 

One of the most prevalent human-made chemicals is CO2, produced so 
prodigiously that levels of CO2 in the atmosphere and the oceans are far higher 
than they would be naturally. The resulting increases in global temperature, 
caused by greenhouse heating of the atmosphere, have begun to change overall 
temperature levels, the extent of arctic sea ice and sea level (19). Though these 
changes in climate have just begun, populations are beginning to evolve as a 
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result (19,20). One example, involves the shift in wintering grounds of the 
European blackcap, a small bird that breeds in southern Germany and typically 
winters in Spain. Recently, warming of Great Britain has allowed a population 
of blackcaps to successfully overwinter there, a behavioral shift to climate 
change (21). Because individuals that overwinter in England arrive earlier on the 
breeding ground than those that overwinter in Spain, members of the English 
subpopulation tend to breed assortatively with one another, and produce more 
offspring. Over time, such a reproductive advantage may increase the English 
group relative to the Spanish group or even generate a new species (22). A 
second example comes from the Canadian Yukon, where temperatures have 
been increasing by an average of 2° C per decade. In this environment, as Spring 
weather has come more quickly, red squirrels have been breeding sooner. An 
analysis of phenotypic variance suggests that much of this shift is due to 
acclimation of individuals in response to temperature. But a substantial fraction 
(about 13%) of the response is genetically based, showing evolution for earlier 
breeding in this population (23). 

These examples will probably be followed by others in which climate 
changes induce evolutionary shifts in populations. However, of concern is the 
rate at which evolution due to climatic changes can occur, and whether global 
warming, ocean acidification and sea level rise will outstrip the ability of 
populations to evolve.  

The environment of the recent 2.5 million years has been replete with 
climate changes as glacial cycles have come and gone. One possibility is that 
current animal, plant and other species have already been subjected to many 
rounds of global climate change, and that the ones that persist now are the ones 
that can evolve quickly enough to persist. However, current climate changes are 
far faster than glacial cycles. For example, global temperatures increased about 
7° C over the past 10,000 years since that last glaciation, an average rate of 
about 0.07° C per century (rates in individual habitats will vary). By contrast, 
global temperature has increased about 0.8° C in the past 110 years, ten times 
faster than glacial rates.  

So far, there is no general theory that can estimate the maximum rate of 
evolution that can be sustained by a population, and so there is no way to predict 
which species may be left behind in the upcoming evolutionary marathon. 
However, examples of rapid evolutionary change, and basic evolutionary 
principles, suggest the kinds of species or traits that are likely to evolve most 
quickly. 

Species with short generation times, large population sizes and small body 
size show the fastest rates of evolution in human-altered environments. Disease 
organisms, weeds and pests show high ability to adapt. Larger species with 
smaller populations and longer generation times can also evolve, but here the 
best examples come from behavioral shifts (such as migration pathways) or 
shifts in simple traits such as lactose digestion. Complex morphological or life 
history traits that depend on many genes are less likely to evolve quickly in 
small-population, long-generation species. These are the species, including most 
of the large animals and plants, that are most at risk of extinction due to poor 
ability to adapt evolutionarily to global change. 
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The implications of these simple evolutionary rules are not particularly 
surprising: the species or traits that can evolve the most quickly are most likely 
to be able to change during rapid climate shifts. The species or traits that can 
evolve the most quickly form a list which is also not that surprising - 
evolutionary biologists have long known the basic rules by which evolutionary 
rates are set (24). The same theoretical framework for evolution also suggests 
some caveats to the above: species or traits with very low genetic variation will 
also be slow to evolve, for example, no matter what their generation time or 
population size. Nevertheless, the same traits that tend to place species at risk 
ecologically also tend to result in slow evolution. The combination of these 
ecological and evolutionary constraints creates a list of species at risk 
ecologically that is very similar to the list that is at risk evolutionarily: large 
bodied species with long generation times and small populations. Species such 
as these - for example, large mammals, birds and reptiles - are not the only ones 
at ecological risk due to climate change, but they are the ones also least likely to 
be able to mount an evolutionary response just at the time when one is needed 
most. 

References 

1. Palumbi, S. R. Evolution - Humans as the world's greatest evolutionary 
force. Science 2001, 293, 1786–1790. 

2. Darwin, C. R. On the Origin of Species by Natural Selection; D. Appleton: 
New York, 1872. 

3. Palumbi, S. R. The Evolution Explosion: How Humans Cause Rapid 
Evolutionary Change; W. W. Norton: New York, 2001. 

4. Annual User Expenditures on Pesticides in the U.S. by Pesticide Type, 1982 
- 2001 Estimates, All Market Sectors US EPA 2001. 

5. Groeters, F. R. Insecticide resistance. Trends Ecol. Evol. 1995, 10, 164. 
6. McKenzie, J. A. Ecological and evolutionary aspects of insecticide 

reistance. Environmental Intelligence Unit R.G.; Landes/Academic Press: 
Austin, TX, 1996. 

7. McKenzie, J. A.; Batterham, P. The genetic, molecular and phenotypic 
consequences of selection for insecticide resistance. Trends Ecol. Evol. 
1994, 9, 166–169. 

8. Tabashnik, B. E. Evolution of resistance to Bacillus thuringiensis. Annu. 
Rev. Entomol. 1994, 39, 47–79. 

9. Tabashnik, B. E.; Liu, Y. –B.; Finson, N.; Masson, N.; Heckel, D. G. One 
gene in diamondback moth confers resistance to four Bacillus thuringiensis 
toxins. Proc. Natl. Acad. Sci. U.S.A. 1997, 94, 1640–1644. 

10. Aminetzach, T.; Macpherson, J.; Petrov, D. Pesticide resistance via 
transposon-mediated adaptive gene truncation in Drosophila. Science 2005, 
309, 764–767. 

11. Desowitz, R. S. The Malaria Capers: More tales of parasites and people, 
research and reality; W.W. Norton: New York, 1991. 

12. URL: http://www.map.ox.ac.uk . 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

G
U

E
L

PH
 L

IB
R

A
R

Y
 o

n 
Ju

ne
 2

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e 
(W

eb
):

 D
ec

em
be

r 
20

, 2
00

9 
| d

oi
: 1

0.
10

21
/b

k-
20

09
-1

02
5.

ch
01

7

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



343 

13. Jambou, R.; Legrand, E.; Niang, M.; Khim, N.; Lim, P.; Volney, B.; Ekala, 
M.; Bouchier, C.; Esterre, P.; Fandaur, T.; Mercereau-Puilalon, O. 
Resistance of Plasmodium falciparum field isolates ti in-vitro artemether 
and point mutations of the SERCA-type PfATPase6. Lancet 2005, 366, 
1960–1963. 

14. Afonso, A.; Hunt, P.; Cheesman, S.; Alves, A. C.; Cunha, C. V.; Rosário, 
Vd.; Cravo, P. Malaria Parasites Can Develop Stable Resistance to 
Artemisinin but Lack Mutations in Candidate Genes atp6 (Encoding the 
Sarcoplasmic and Endoplasmic Reticulum Ca2+ ATPase), tctp, mdr1, and 
cg10. Antimicrob.  Agents Chemother. 2006, 50, 480–489. 

15. Kim, T.; Oh, P.; Simor, A. The economic impact of methicillin-resistant 
Staphylociccus aureus in Canadian hospitals. Infect. Control Hosp. 
Epidemiol. 2001, 22, 99–104. 

16. Gould, I. M. Costs of hospital-acquired methicillin-resistant Staphylococcus 
aureus (MRSA) and its control. Int. J. Antomicrob. Agents 2006, 28, 379–
384. 

17. Beja-Pereira, A.; Luikart, G.; England, P. R.; Bradley, D. G.; Jann, O. C.; 
Bertorelle, G.; Chamberlain, A. T.; Nunes, T. P.; Metodiev, S.; Ferrand, N.; 
Erhardt, G. Gene-culture coevolution between cattle milk protein genes and 
human lactase genes. Nature Genetics 2003, 35, 311–313. 

18. Burger, J.; Kirchner, M.; Bramanti, B.; Haak, W.; Thomas, M. G. Absence 
of the lactase-persistence-associated allele in early Neolithic Europeans. 
Proc. Natl. Acad. Sci. U.S.A. 2007, 104, 3736–3741. 

19. IPCC 2007. 
20. Bradshaw, W. E.; Holzapfe, C. M. Evolutionary Response to Rapid Climate 

Change. Science 2006, 312, 1477–1478. 
21. Berthold, P.; Helbig, A. J.; Mohr, G.; Querner, U. Rapid microevolution of 

migratory behaviour in a wild bird species. Nature 1992, 360, 668–670. 
22. Bearhop, S.; Fiedler, W.; Furness, R. W.; Votier, S. C.; Waldron, S.; 

Newton, J.; Bowen, G. J.; Berthold, P.; Farnsworth, K. Assortative Mating 
as a Mechanism for Rapid Evolution of a Migratory Divide. Science 2005, 
310, 502–504. 

23. Réale, D.; Berteaux, D.; McAdam, A.; Boutin, S. Lifetime selection on 
heritable life-history traits in a natural population of red squirrels. Evolution 
2003, 57, 2416–2423. 

24. Endler, J. A. Natural Selection in the Wild; Princeton University Press: 
Princeton, NJ, 1986. D

ow
nl

oa
de

d 
by

 U
N

IV
 O

F 
G

U
E

L
PH

 L
IB

R
A

R
Y

 o
n 

Ju
ne

 2
7,

 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 D

ec
em

be
r 

20
, 2

00
9 

| d
oi

: 1
0.

10
21

/b
k-

20
09

-1
02

5.
ch

01
7

In Chemical Evolution II: From the Origins of Life to Modern Society; Zaikowski, L., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2009. 



Color insert - 1 

 
 

 
 
Plate 6.1. Schematic representation of the ‘molecular midwife’ hypothesis (57). 
a) A midwife molecule, proflavine (in blue) acts as a template for the formation 

of a Watson–Crick base pair. H-atoms of the nucleoside bases that will be 
replaced by C-atoms upon backbone formation are shown in magenta. b) In the 

case of molecular midwives with a greater association constant for base 
assembly than for self association, columnar stacks containing alternating 
midwife molecules and base assemblies spontaneously form under certain 

conditions. These columnar stacks preorganize the bases such that the 
introduction of a linkage chemistry leads to the formation of RNA-like polymers 

with a backbone length of 6.8 Å. Because the midwife molecules are only 
associated with the resulting polymers through non-covalent interactions, 
changes in solution conditions can lead to the removal of the intercalating 
midwives. (Reproduced with permission from reference 41. Copyright 2007 

Verlag Helvetica Chimica Acta.) 
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Figure 8.1.  Reactive oxygen species, endogenously or exogenously produced, 

are major contributors to DNA damage leading to disease. 
 

 
Plate 12.1. Representation of the bacterial flagellar motor. (Reproduced with 

permission from reference 12.) 
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Plate 12.2. Representation of kinesin, a two-headed processive motor, which 

attaches to and “walks” along a microtubule, shown at bottom.  (Partially 
reproduced from reference 15.  Copyright 2000 American Association for the 

Advancement of Science.) 

 

 
Plate 12.3. Representation of muscle myosin, a two-headed nonprocessive 
motor, which attaches to actin and delivers one stroke before detaching. 

(Partially reproduced from reference 15. Copyright 2000 American Association 
for the Advancement of Science.) 
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Calcium phosphate, phosphorylating agent, 34 
Camphor, natural product, 194f 
Carbohydrates 

Butlerov synthesis, 30–32 
formose reaction, 30, 31f 

Carbon, inventory, 5 
Carbon dioxide 

ocean water, 55 
Vostok ice core, record, 172, 173f 

Carbon metabolism, alkaline solutions toward, 
47, 49–50 

Carbon sources, amino acids, 25, 26f 
Catalysts, synthetic methods, 190–192 
Catenanes, organic synthesis, 186, 187f 
Cattle raising, prehistoric, in Europe, 339, 340f 
Cedrene, natural product, 195f 
Cell biomass, calculated Gibbs energies of 

reaction vs. temperature, 73f 
Cell membranes, synthesis, 32–33 
Chemical change. See Boron isotope pH proxy 
Chemical complexity, surfaces, 7 
Chemical environment, Earth's surface, 9 
Chemical evolution 

bacteria, 317 
complex evolving systems, 10–11 
critique Harada–Fox polymerization, 321 
description, 314–315 
directed, 10 
interstellar space, 316 
polymerization reactions and Harada–Fox 

model, 318–319 
primordial Earth conditions, 317 
protein motifs, 325 
spark discharge experiments, 316–317 
templated ligands, 324f 
templated reactions and geochemical factor, 

320–325 
templating in synthetic chemistry, 322–325 
terrestrial planets, 316 
See also Biomimetic chemistry 

Chemical gradients, Earth, 59–60 
Chemically powered artificial motors 

chemically powered biaryl lactone rotary 
motor, 238 

ratchet-type, 237, 246 
Chemical origins 

building blocks of life, 4–6 
molecular selection and organization, 6–8 

Chemolithoautotrophy, biomass synthesis, 64–
65 

Chemotrophy, biomass synthesis, 64 
Chiral crystals, phase behavior, 137–140 
Chirality 

life, 8, 57 
macromolecules, 141–142 
See also Homochirality 

"Chiral" pairs, biomolecules, 8 
CH…O interactions, inosine dimer pairs, 104 
Chromatography, organic synthesis, 184–185 
Climate change 

evolutionary marathon, 340–342 

life and atmospheric changes, 9 
Cobalt, methyl transfer, 54 
Co-evolution, geo- and biospheres, 9 
Combinatorial approaches, chemical synthesis, 

10 
Combinatorial synthesis 

bioactive C-1027 analogs, 226–229 
See also Enediyne natural product C–1027 

Comets, organic compounds, 38 
Complementary, supramolecular cycles and 

cages, 250 
Complex evolving systems, Earth, 10–11 
Condensation polymerization 

modification of Harada–Fox synthesis, 326–
327 

products in peptide mixtures, 327–328 
Conformational analysis, organic synthesis, 

189, 190f 
Coordination-driven self-assembly 

dodecahedral species, 261–262 
five-by-five methodology, 259–260 
four-by-four methodology, 250–251 
interpenetrated cylinders, 265 
octahedral species, 263 
pentagons and hexagons, 257–258 
pre-designed triangles, 256 
square-triangle equilibria, 253, 254 
supramolecular, star-like pentagon, 258–259 
supramolecular hexagon, 258 
supramolecular hexagons with three-by-

three angle-angle methodology, 260–
261 

supramolecular pentagon, 257 
supramolecular pentagon by five-by-five 

methodology, 259f 
supramolecular square, 255f 
supramolecular squares, 250, 251 
supramolecular triangle, 254f 
tetrahedral species, 263 
three-by-three angle-angle methodology, 

260–261 
three-dimensional, 261–265 
triangular species with rigid and small 

subunits, 255–256 
trigonal prism-like species, 264 
two-by-two methodology, 251, 252 
two-by-two "staggered" square, 252–253 
two-dimensional, 250–261 

Coordination polymerization, templating, 323 
Copper, bioessential element, 9 
Corey silyl ether protection, synthetic methods, 

190, 191f 
Cortisone, natural product, 195f 
Cosmos, origin, 4 
Coupling chemistry. See Reversible coupling 

chemistry 
C-probes, binary probes, 276f 
Crown ethers, Williamson synthesis, 322 
Crown ligand, encapsulation and specificity, 

323, 324f 
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Cryptand ligand, encapsulation and specificity, 
323, 324f 

Cyanobacteria, Great Oxygenation Event, 148 
Cyanosporasides, biosynthesis, 207, 208f 
Cyclization 

octatrienes, 189 
template reaction, 323 

Cytosine 
anomers of ribosyl nucleosides, 113f 
base pairing, 115 
pyrimidine nucleoside formation, 114f 
small molecules to RNA, 112f 

 
 
D 
 
Deactivation region, molecular beacon, 272 
Degenerate rearrangements, bullvalene, 188, 

189f 
Deoxyribonucleic acid (DNA) 

base excision repair (BER), 149 
biomarker 7,8-dihydro-8-oxo-2'-

deoxyguanosine (8-oxoG), 150–151 
damage to human genome, 149–150 
hydantoin products from oxidation of 8-

oxoG, 152f 
lesions inducible by C-1027, 229, 230f 
mispairing, 152, 153f 
nucleotide excision repair (NER), 149 
oxidative transformations, 150–151 
pathways to 8-oxoG, 151f 
reactive oxygen species, 148f 
repair pathways, 149 
wobble pairs, 152, 153f 
See also Oxygen atmosphere 

Diaminomaleonitrile (DAMN), formation from 
HCN, 27 

Diels–Alder reaction, synthetic methods, 190, 
191f 

DNA. See Deoxyribonucleic acid (DNA) 
Dodecahedral species, three-dimensional self-

assembly, 261–262 
Dodecahedrane, natural product, 196f 
Drosophila melanogaster, genetics, 335, 336f 
DuBois Ni(II) catalyst, hydrogen production, 

300, 301f, 302 
 
 
E 
 
Earth 

chemical environment of surface, 9 
chemical gradients, 59–60 
complex evolving systems, 10–11 
free oxygen, 20–21 
primordial conditions, 317 

Ecstasy, chemical synthesis, 193f 
Electrically driven, molecular rotor, 240, 241f 
Electronic theory 

aromaticity, 186f 
organic chemistry, 187–189 

Elements, inventory for life, 5 
Enediyne natural product C-1027 

active site/solvent accessibility of enzyme 
SgcC4 and tyrosine ammonia lyase 
(RsTAL), 221–222, 223f 

aminomutase SgcC4, 225 
biosynthesis, 207 
biosynthetic gene clusters, 209–212 
biosynthetic pathway β-amino acid 

component of, 222, 223f 
biosynthetic pathway for production of 

tryptophan, 217f 
C-1027, engineered analogs, and biological 

activities/efficiencies, 229f 
combinatorial biosynthesis, 226–229 
cycloaromatization, 207 
discovery of 2-amino-2-deoxyisochorismate 

(ADIC) synthase activity of SgcD, 219 
deoxyribonucleic acid (DNA) lesions 

inducible by, 229, 230f 
DNA strand cleavage, 209f 
domain assignments of enediyne polyketide 

synthase (PKSEs) from, 214, 215f 
enzymes SgcD and SgcG in benzoxazolinate 

biosynthesis, 217–219 
familial model, 211–212, 213f, 214 
formation of 4-methylideneimidazole-5-one 

(MIO) prosthetic group, 220–224 
gene cluster sgcE, 209–210, 212 
isolation from Streptomyces globisporus, 

207 
mechanistic proposals for MIO-dependent 

aminomutase chemistry, 225f 
metabolic pathways using chorismate as 

starting material, 217f 
minimal PKSE cassettes for C-1027, 212f 
neocarzinostatin (NCS) biosynthetic loci, 

210–211, 212f 
PKSE, 209–216 
production of new bioactive C-1027 

analogs, 226–230 
relationship of SgcD, SgcG and SgcCr in, 

production, 216–225 
role of SgcC4 in β-tyrosine synthesis, 220–

225 
Streptomyces genomes, 218 
structure, 208f 
views of SgcC4 active site, 226f 

Enediynes, characterization, 206–207, 208f 
Energetics of biomolecule synthesis 

alkaline hydrothermal vent fluid mixing 
with seawater on early Earth, 70f 

biomass synthesis reactions, 73, 77t, 78t 
calculated Gibbs energies of reaction vs. 

temperature for building blocks of cells, 
73f 

chemolithoautotrophy, 64–65 
chemotrophy, 64 
composition of late Hadean seawater, 66–67 
composition of late Hadean vent fluid, 68 
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compositions of end-member fluids in 
mixing calculations, 67t 

energetics (ΔGr) of synthesis reactions, 72, 
79t, 80t 

energy calculations, 71–72 
mixing calculations, 69–70 
mixing seawater and vent fluid, 65–70 
values of ΔGi and temperatures for 

compounds in energy calculations, 81t, 
82t, 83t, 84t 

values of ΔGr and temperatures for synthesis 
reactions, 85t, 86t, 87t, 88t, 89t, 90t 

Energy 
acetyl coenzyme-A pathway to acetate, 49, 

51f 
fossil-based, 284 
water decomposition, 285 

Energy calculations, biomolecules, 71–72 
Energy consumption, worldwide, 284 
Energy sources 

capture, storage and use, 47 
hydrogen, 284–285 
origins-of-life research, 5, 45–46 
requirement for life, 5 

Equilenin, natural product, 194f 
Erythronolide B, natural product, 196f 
Europe, prehistoric cattle raising, 339, 340f 
Eutectic point, 138–139 
Evolution 

climate change and, 340–342 
complex evolving systems, 10–11 
geo- and biospheres, 9 
natural product biosynthesis, 206 
population, 334 
public health and, 336–337 
RNA world, 128, 129 
secondary metabolism, 206 

Evolutionary arms races, 337–338 
Evolutionary origins, enediyne polyketide 

synthase (PKSE), 209–216 
Evolution of organic synthesis 

anti-cancer paclitaxel, 193–194 
aromaticity, 186f 
bioactive agents, 193–194 
biological weapons, 193f 
biomimetic synthesis, 195–197 
bullvalene, 188, 189f 
chromatography, 184–185 
conformational analysis, 189, 190f 
early history, 182–183 
facile degenerate rearrangements, 188, 189f 
ferrocene, 187 
Huang–Minlon modification of Wolff–

Kishner reduction, 192f 
illicit drugs, 193f 
Kolbe's synthesis of acetic acid, 183 
mechanism, 187–189 
natural products, 194–197 
neighboring group participation and 

proximity acceleration, 188f 

Nobel metal-catalyzed synthetic 
methodologies, 192f 

Nobel synthetic methodologies, 191f 
octatrienes supporting electrocyclic 

cyclization, 189f 
pharmaceuticals, 193–194 
singlet oxygen ene-reaction, 188f 
spectroscopy, 184 
stereochemical course of SN2 reaction, 188f 
strain, 186f 
structure, 185–187 
synthetic methodologies, 190–192 
Taxol®, 193–194 
total synthesis publications, 197t 
unusual topology, 186, 187f 
'what vs. how' of synthesis, 182, 197–198 
See also Natural products 

Excimer-monomer switching, molecular 
beacon, 273f 

Extraterrestrial organics, flux to Earth, 37–39 
 
 
F 
 
F0F1–ATP synthase, supramolecular motor, 

234–235 
Fatty acids 

calculated Gibbs energies of reaction vs. 
temperature, 73f 

prebiotic synthesis, 32–33 
values of ΔGi for compounds in energy 

calculations, 82t, 83t 
values of ΔGr and temperatures for 

synthesis, 86t, 89t 
Ferrocene, unintended synthesis, 187 
Five-by-five methodology, supramolecular 

pentagon, 259–260 
Flavins, redox chemistry, 154 
Fluorescent bases, molecular beacon, 273f 
Fluorescent responsive molecular probes 

oligonucleotides, 10, 270 
See also Binary probes (BPs); Molecular 

beacons (MBs) 
Fluorophores 

binary probes, 275 
molecular beacon reporter, 272 

Formate, acid and alkaline solutions, 53–55 
Formose reaction 

Butlerov's discovery, 30–31 
sugars on primitive Earth, 31–32 

Fossil-based energy, alternatives, 284–285 
Fungicides, U.S. agricultural uses, 334, 335f 
 
 
G 
 
Gas chromatography (GC), organic synthesis, 

185 
Gas–liquid chromatography (GLC), organic 

synthesis, 185 
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Genetic information. See Ribonucleic acid 
(RNA) world 

Genetics, Drosophila melanogaster, 335, 336f 
Geochemistry 

isotope, 159 
progression to biochemistry, 8 
proxy, 160 
submarine alkaline vent, 58 
V. M. Goldschmidt, 158 

Geology, applications of isotopes in, 160 
Geospheres, connection to biospheres, 9 
Gibbs energy of reaction (ΔGr) 

building blocks, 65, 72, 73f 
synthesis reactions, 79t, 80t, 85t, 86t, 87t, 

88t, 89t, 90t 
Glucose, natural product, 194f 
Glyoxylate-acetal nucleic acid (gaNAs), 

comparing RNA and, 126–127 
Goldschmidt, V. M., father of geochemistry, 

158 
Great Oxygenation Event 

atmospheric oxygen, 9, 148 
proteins for oxidative stress, 153–154 
See also Oxygen atmosphere 

Green rust, stability and Pourbaix diagram, 52f, 
54, 56f 

Grignard reagents, synthetic methods, 190, 191f 
Ground-truthing 

empirical relationships, 166–168 
pH–B isotope relationship, 165–166 
pH control on boron isotopic composition of 

corals and calcite, 164, 165f 
See also Boron isotope pH proxy 

Guanine 
anomers of ribosyl nucleosides, 113f 
base pairing, 115 
small molecules to RNA, 112f 

 
 
H 
 
Hadean Ocean 

alkaline hydrothermal fluid entering, 50, 52f 
dissolved CO2 and life, 60 
emergence of life, 47, 48f, 49f 
ferrous ions, 53 

Haemin, natural product, 194f 
Haldane, J. B. S., hypothesis, 18 
Harada–Fox model 

critique, 321 
modification, 326–327 
polymerization reactions, 318–319 

Herbicides, U.S. agricultural uses, 334, 335f 
Heterochiral peptides, synthesis, 56–57 
Histidine, enantiomeric composition, 139f 
Homochirality 

amino acid catalysis, 140–141 
asymmetric aldol reaction by L-serine, 141f 
asymmetric amplification, 136–140 
biological, 134 

chiral crystals and phase behavior, 137–140 
chirality in macromolecules, 141–142 
chirality transfer and preservation, 140–142 
chiroselective self-replication of homochiral 

peptide LL, 142f 
crystal forms of chiral substances, 138f 
definition, 134 
enantiomeric composition of L-amino acids, 

139f 
enhancing eutectic composition of valine, 

139f 
importance, 134–135 
mirror symmetry breaking, 135–136 
solid-solution equilibrium of 

enantiomerically enriched substance, 
138f 

spontaneous asymmetric synthesis, 136–137 
Homosecodaphniphyllate, biomimetic 

synthesis, 195, 197f 
Hoogsteen pairing, geometry for A–T, 101, 103f 
Huang–Minlon modification, Wolff–Kishner 

reduction, 192 
Human genome 

daily damage, 149–150 
oxidative stress, 148 

Hydride donor, photogeneration of renewable, 
302–304 

Hydrogen 
catalytic production using DuBois Ni(II) 

catalyst, 300, 301f, 302 
energy source, 284–285 
generation by non-noble metal complexes, 

299–302 
inventory, 5 
photoelectrolysis, 285–286 
See also Artificial photosynthesis 

Hydrogen, dissolved, reducing CO2, 5 
Hydrogen bonding 

diaminopyridine and thymine, 97, 99f 
multiple regression analysis, 99–103 
parameters, 97–99 
primary and secondary interactions, 99 
proton acidity, 97 
resonance-assisted, 100 
structures of base pairs, 98f 

Hydrogen cyanide (HCN) 
flux to Earth, 37, 38f 
intermediate in prebiotic synthesis, 25 
Miller–Urey experiment, 22, 23f 

Hydrothermal vents 
mixing seawater and vent fluid, 65–70 
origin of life, 35–36 
submarine, 36 

 
 
I 
 
Illicit drugs, chemical synthesis, 193 
Imine/amine chemistry, replication, 124–125 
Indigo, synthetic chemistry, 183f 
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Inorganic compounds, values of ΔGi for 
compounds in energy calculations, 81t 

Inosine dimmer, complex, 104 
Insecticides, U.S. agricultural uses, 334, 335f 
Intercalators 

acting as midwives, 121f 
template directed ligation reaction, 121–122 

Interpenetrated cylinders, three-dimensional 
self-assembly, 265 

Interplanetary dust particles (IDPs), organic 
compounds, 38–39 

Interstellar molecules, organic matter, 37 
Interweaving, template reaction, 323 
Ion-exchange apparatus, boron from geologic 

samples, 170–171 
Iron 

bioessential element, 9 
ocean, 54 

Iron-nickel sulfide minerals, biomolecule 
catalysts, 5 

Isoleucine, enantiomeric composition, 139f 
Isotopes. See Boron isotope pH proxy 
Isovaline, catalysis, 140–141 
 
 
J 
 
Jupiter, atmosphere, 19 
 
 
K 
 
Keeling, D., atmospheric CO2 concentrations, 

158 
Kinesins, transport and muscle proteins, 236, 

245 
Kinetic barrier, methane synthesis, 49 
Knowles asymmetric reduction, metal-catalyzed 

synthetic methodologies, 191, 192f 
Kolbe's synthesis, acetic acid, 183 
 
 
L 
 
Lactase, dairy diet, 339 
Late Hadean era, life emergence on Earth, 64 
Late Hadean seawater, composition, 66–67 
Late Hadean vent fluid, composition, 68 
Leucine, enantiomeric composition, 139f 
Life 

atmospheric changes and, affecting climate, 
9 

building blocks of, 4–6 
chirality of, 8, 57 
complex evolving systems, 10–11 
emergence in late Hadean era, 64 
energy capture, storage and use, 47 
evolution story, 45–46 
hydrothermal vents and origin of, 35–36 
initial conditions for emergence, 46, 48f 

time window for origin of, 19–20 
Light-powered molecular motors 

artificial, 238–239 
chiral imine, 239, 240f 

Linear, template reaction, 323 
Linkage evolution, proto-RNA polymers, 128, 

129 
Lipids, prebiotic synthesis, 32–33 
Liquid chromatography–mass spectrometry 

(GC–MS), organic synthesis, 185 
Loop, molecular beacon, 271–272 
Lost City, submarine alkaline vent, 58 
 
 
M 
 
Mackinawite, stability and Pourbaix diagram, 

54, 56f 
Macromolecules 

chirality, 141–142 
self-assembly, 7 

Magnesium-iron silicates, oceanic crust, 46–47, 
48f 

Mannich reactions, autocatalysis, 137 
Marine hydrothermal systems, origin of life, 65 
Mauna Loa, atmospheric CO2 concentrations, 

158, 159f 
Mauveines, synthetic chemistry, 183f 
Mechanisms, organic synthesis, 187–189 
Membrane-forming compounds, prebiotic 

synthesis, 32–33 
Merrifield solid phase synthesis, synthetic 

methods, 190, 191f 
Metabolism, chemical gradients and Earth, 59–

60 
Metal ions, condensation polymerization, 326–

328 
Meteorites, discovery of organic compounds, 5 
Methamphetamine, chemical synthesis, 193f 
Methane, source of amino acids, 25, 26f 
Methicillin resistant Staphylococcus aureus 

(MRSA) infection, 337–338 
Methionine, enantiomeric composition, 139f 
Microbiology, modern submarine alkaline vent, 

58 
Miller–Urey experiment 

ammonia, aldehydes and hydrogen cyanide 
(HCN), 22, 23f 

organic compounds, 21, 22f 
Mirror image "chiral" pairs, biomolecules, 8 
Mirror symmetry, universe, 135–136 
Mixing calculations, seawater and hydrothermal 

fluids, 67t, 69–70 
Möbius topology, organic synthesis, 186, 187f 
Molecular beacons (MBs) 

anti-sense region, 271–272 
"closed" conformation, 270, 271f 
complementary or anti-sense sequence, 272 
"deactivation region," 272 
excimer-monomer switching, 273f 
MB reporter, 272 
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MBs with fluorescent bases, 273f 
multiple-pyrene labeled, 273f 
"open" conformation, 270, 271f 
quadruplex-based, 273f 
self-complementary region (stem), 271 
steady-state fluorescence spectra, 271f 
three-dye, 273f 
triplex, 273f 
two-dye, 273f 
See also Binary probes (BPs) 

Molecular biology, ribonucleic acid (RNA), 
109–110 

Molecular imprinting 
chemical evolution of protein motifs, 325 
templating, 323–324 

Molecular midwives 
base pairing, 118 
base selection and preorganization, 117–

119, 121–122 
hypothesis, 119f 
intercalators acting as, 121f 
nucleoside base assemblies and, 120f 

Molecular motors 
bacterial flagellar motor, 235–236, 245 
Branchaud's chemically powered biaryl 

lactone rotary, 238f 
chemically powered artificial, 237–238 
designed, 236–244 
electrically driven molecular rotor, 240, 

241f 
F0F1–ATP synthase, 234–235 
Feringa's second-generation light-powered, 

239f 
Kelly's chemically powered ratchet-type 

rotary motor, 246 
Lehn's putative light-powered chiral imine, 

240f 
light-powered, 238–239 
natural, 234–236 
photoisomerization quantum efficiency of 2-

substituted 9-(2,2,2-
triphenylethylidene)fluorenes, 244t 

photon-driven ratchet design, 241–244 
Rapenne's electrically driven molecular 

rotor, 240, 241f 
retrosynthesis of target molecular motor, 

242f 
synthesis of (E)- and (Z)-2-t-butyl-9-(2,2,2-

triphenylethylidene)fluorenes, 243f 
synthesis of model rotors with nitrogen 

substituents, 243f 
transport and muscle proteins, 236 
two-headed nonprocessive motor, 245 
two-headed processive motor, 245 
work, 234 

Molecular probes. See Binary probes (BPs); 
Molecular beacons (MBs) 

Molecular rotor, electrically driven, 240, 241f 
Molybdenum 

alkaline fluids, 54 
bioessential element, 9 

Morphine, natural product, 195f 
Multiple-pyrene labeled, molecular beacon, 

273f 
Multiple regression analysis, hydrogen bonding, 

99–103 
Muscle proteins, transport and, 236 
Mustard gas, chemical synthesis, 193f 
Mutagenicity, deoxyribonucleic acid (DNA), 

153 
Myosin, transport and muscle proteins, 236, 245 
 
 
N 
 
Natural products 

artificial systems and natural functions, 
233–234 

biomimetic synthesis, 195–197 
chemical synthesis, 194–197 
combinatorial biosynthesis, 226–229 
dodecahedrane, 196f 
erythronolide B, 196f 
evolution, 206 
homosecodaphniphyllate, 197f 
palytoxin, 196f 
progesterone, 195, 197f 
targets from 1950s, 195f 
"total synthesis" publications, 197t 
vitamin B12, 196f 
See also Enediyne natural product C-1027; 

Evolution of organic synthesis 
Natural selection 

evolution writ large, 339 
population evolution, 334 

Neighboring group participation, studies, 188 
Neocarzinostatin, enediyne cyclization, 207, 

208f 
Neoprene, discovery, 183 
NH…N hydrogen bond, inosine dimer pairs, 104 
NH…O hydrogen bonds, inosine dimer pairs, 

104 
Nickel, catalyst, 54 
Nitrogen 

inventory, 5 
ocean water, 55 
Pourbaix diagram and stability, 58f 

Nobel 
metal-catalyzed synthetic methodologies, 

192f 
synthetic methodologies, 190, 191f 

Non-enzymatic template directed replication, 
nucleic acids, 116–117 

Nonprocessive motor, two-headed, 236, 245 
Noyori asymmetric reduction, metal-catalyzed 

synthetic methodologies, 191, 192f 
Nucleic acid bases, base pairing, 115 
Nucleic acid components 

carbohydrates, 30–32 
purines, 27–28, 29f 
pyrimidines, 29–30 
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Nucleic acids, non-enzymatic template directed 
replication, 116–117 

Nucleosides 
coupling bases with ribose, 113–114 
formation, 111, 113–114 
prebiotic, 33–34 

Nucleotide excision repair (NER), 
deoxyribonucleic acid (DNA), 149 

Nucleotides 
calculated Gibbs energies of reaction vs. 

temperature, 73f 
prebiotic, 33–34 
synthesis, 115–117 
values of ΔGi for compounds in energy 

calculations, 82t 
values of ΔGr and temperatures for 

synthesis, 85t, 86t, 89t 
Nylon, "cold drawing," 183 
 
 
O 
 
Obduction zones, emergence of life, 48f 
Oceans 

applications of boron isotope to ancient, 
171–173 

bacteria, 317 
prebiotic organic synthesis, 6 
sediment core, 173f 
surface, 7 

Octahedral species, three-dimensional self-
assembly, 262, 263 

Octatrienes, cyclization, 189 
Oligonucleotides 

binary probe case study, 276–277 
binary probes, 273–277 
biological synthesis, 122, 123 
fluorescent responsive molecular probes, 10, 

270 
molecular beacons, 270–272, 273f 
synthesis, 115–117 
See also Binary probes (BPs); Molecular 

beacons (MBs) 
Oparin, A. I., origin of life, 18–19 
Organic chemistry, mechanism, 187–189 
Organic compounds, extraterrestrial 

contribution, 37–39 
Organic molecules 

discovery in carbonaceous meteorites, 5 
selection and organization, 6–8 
See also Evolution of organic synthesis 

Organization, organic molecules, 6–8 
Origin of life 

autogenic theories, 59 
chirality, 8, 57 
energy, 5, 45–46 
hydrothermal vents and, 35–36 
marine hydrothermal systems, 65 
primitive terrestrial atmosphere, 19–21 
See also Ribonucleic acid (RNA) world 

Outgassing 
primordial atmosphere, 20 
Rubey model, 19 

Oxidation catalysis, hydrogen generation and, 
by non-noble metal complexes, 299–302 

Oxidative stress, cell's genome, 148 
Oxygen 

free, in early Earth, 20–21 
increments in atmospheric, 9 
inventory, 5 

Oxygen atmosphere 
analogy between redox chemistry of 7,8-

dihydro-8-oxo-2'-deoxyguanosine (8-
oxoG) and pterins and flavins, 154 

base excision repair (BER) pathway, 149 
biomarker 8-oxoG for oxidative stress, 150–

151 
damage to human genome, 149–150 
DNA damage and repair, 155 
DNA lesions and frequency of occurrence, 

150f 
DNA repair pathways, 149f 
formation of hydantoin products from 

oxidation of 8-oxoG, 151, 152f 
G-to-C mutations, 152, 153f 
mechanism of G oxidation to form 

hydantoin lesions, 151 
mispair of G-to-T transversion mutations via 

8-oxoG, 152, 153f 
mutagenicity, 153 
mutation and lifespan, 153–154 
nucleotide excision repair (NER), 149f 
8-oxoG pathways, 150–151 
wobble pairs, 152, 153f 

 
 
P 
 
Paclitaxel, chemical synthesis, 193–194 
Palytoxin, natural product, 196f 
Penicillin V, natural product, 195f 
Peptide nucleic acid (PNA), prebiotic synthesis, 

34 
Peptides 

heterochiral, 56–57 
pH and formation of phenylalanine 

dipeptide, 57, 59f 
self-replication of homochiral, 142 

Pesticides, agricultural uses, 334–335 
Pharmaceuticals, organic synthesis, 193–194 
Phase behavior, chiral crystals, 137–140 
Phosphate, acid and alkaline solutions, 53–55 
Phosphodiester formation 

acetals as predecessors to, 125–127 
nucleotide and oligonucleotide, 115–116 

Phospholipid molecules, self-organization, 7 
Phosphorus, inventory, 5 
Phosphorylation, nucleosides, 33–34 
Photoelectrolysis 

band-gap-narrowed semiconductors 
(BGNSCs), 286–288 
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discovery using n-type TiO2, 286–287 
See also Artificial photosynthesis 

Photogeneration, renewable hydride donor, 
302–304 

Photon-driven ratchet, motor design, 241–244 
Photosynthesis 

artificial, 10 
diagram of natural, 288f 
oxygenic, 64 
See also Artificial photosynthesis 

pH proxy. See Boron isotope pH proxy 
Planet accretion, temperature, 20 
Podand ligand, encapsulation and specificity, 

323, 324f 
Polyether ring, templating, 323 
Poly(ethylene glycol), binary probes, 276f 
Polyketide synthases enediyne (PKSE), 

evolutionary origins, 209–216 
Polymerization reactions, Harada–Fox model, 

318–319 
Polynucleotide detection, binary probes, 276–

277 
Populations, evolution, 334 
Post-glacial Neoproterozoic events, atmospheric 

oxygen, 9 
Pourbaix diagram 

nitrogen species, 58f 
pH boundary of 

monophosphate/polyphosphate, 50, 52f 
siderite, mackinawite, and green rust, 54, 

56f 
Prebiotic organic synthesis 

amino acids, 21–25 
oceans, 6 
pathways to sugar, 6–7 
reducing atmosphere, 21 
ribonucleic acid (RNA), 110 

Pre-designed triangle, two-dimensional 
assembly, 256 

Primitive terrestrial atmosphere, origin of life, 
19–21 

Primordial atmosphere, outgassing, 20 
Probe sequences, binary probes, 274–275 
Processive motor, two-headed, 236, 245 
Progesterone, biomimetic synthesis, 195, 197f 
Prontosil, chemical synthesis, 193 
Proteinoid material, amino acids in hot crucible, 

317, 318f 
Proteins 

chemical evolution, 315 
resolution and discrimination of products in 

peptide mixtures, 327–328 
templating and chemical evolution, 325 
See also Biomimetic chemistry 

Proximity acceleration, studies, 188 
Proxy 

geochemistry, 160 
See also Boron isotope pH proxy 

Pterins, redox chemistry, 154 
Publications, "total synthesis," 197t 
Public health, and evolution, 336–337 

Purines 
hydrothermal vents, 35 
prebiotic nucleosides and nucleotides, 33–

34 
prebiotic synthesis, 27–28 
production from amino imidazole 

carbonitrile (AICN), 29f 
stability, 36 

Pyrene, binary probes, 276f 
Pyrimidines 

hydrothermal vents, 35 
possible mechanisms for prebiotic synthesis, 

30f 
prebiotic nucleosides and nucleotides, 33 
prebiotic synthesis, 29–30 
stability, 36 

2-Pyrimidinone, pyrimidine nucleoside 
formation, 114f 

Pyrophosphate, biosynthesis, 50, 52f 
 
 
Q 
 
Quadruplex, molecular beacon, 273f 
Quencher, molecular beacon, 272 
Quinine, natural product, 194f 
 
 
R 
 
Racemic compounds, 138 
Radioactive Earth, acidic and alkaline fluids, 

46–47 
Ratchet motor design, photon-driven, 241–244 
Rayon, discovery, 183 
Reactive oxygen species (ROS), 

deoxyribonucleic acid (DNA), 148 
Reagents, synthetic methods, 190–192 
Redox chemistry, pterins and flavins, 154 
Redox reactions, early life, 5–6 
Reducing atmosphere, prebiotic synthesis, 21 
Reduction, Huang–Minlon modification of 

Wolff–Kishner, 192 
Reductive amination, reversible backbone 

linkages, 123–125 
Renewable hydride donor, photogeneration, 

302–304 
Reporter, molecular beacon, 272 
Reserpine, natural product, 195f 
Resonance-assisted hydrogen bonding, theory, 

100 
Reversible coupling chemistry 

acetal-linked nucleic acids (aNAs), 126–127 
acetals as predecessors to phosphodiester 

bond, 125–127 
bifunctional amine-nucleoside monomers, 

124, 125f 
biological synthesis of oligonucleotides, 

122, 123 
catalytic activity of DNA template, 123, 

124f 
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comparing RNA and glyoxylate-acetal 
nucleic acid, 126–127 

imine/amine system, 124–125 
product distribution for reductive 

polymerization, 126f 
reductive amination, 123–125 
thermodynamically controlled 

polymerization, 122–127 
Ribonucleic acid (RNA) world 

acetals as predecessors to phosphodiester 
bond, 125–127 

anomers of ribosyl nucleosides, 113f 
AU base assemblies, 120f 
base selection and preorganization, 117–

119, 121–122 
bifunctional amine-nucleoside monomers in 

replication of DNA templates, 125f 
biological synthesis of oligonucleotides, 

123f 
bridge to origin of life, 109–110 
catalytic activity of simple DNA template, 

124f 
coupling and nucleoside problem, 113–114 
evolution and emergence of, 128 
gap in prebiotic timeline, 111–117 
GC base assemblies, 120f 
hypothesis, 154 
intercalators as midwives in template 

directed ligation reaction, 121f 
linkage comparison of RNA and glyoxylate-

acetal nucleic acid, 127f 
missing link, 111–117 
'molecular midwife' hypothesis, 119f 
molecular midwives, 117–119, 121–122 
nucleoside base assemblies and molecular 

midwives, 120f 
nucleoside formation, 111, 113–114 
nucleotide and oligonucleotide synthesis, 

115–117 
paradox of base pairing, 115 
product distribution upon reductive 

polymerization of monomer T1, 126f 
proposed mechanism of pyrimidine 

nucleoside formation, 114f 
proto-RNA polymers, 128, 129 
reductive amination for reversible backbone 

linkages, 123–125 
small molecule world to, 112f 

Ribose 
anomers of ribosyl nucleosides, 113f 
small molecules to RNA, 112f 

Ribose synthesis, prebiotic, 34 
RNA. See Ribonucleic acid (RNA) world 
Robinson annulation, synthetic methods, 190, 

191f 
Rocks, surfaces, 7 
Rotary motor 

chemically powered ratchet–type, 237, 246 
See also Molecular motors 

Rotaxane, organic synthesis, 186, 187f 
Rotors 

electrically driven molecular rotor, 240, 
241f 

synthesis of model, with nitrogen 
substituents, 243f, 244 

See also Molecular motors 
Rubey, outgassing model, 19 
Ruthenium catalyst 

renewable hydride donor, 302–304 
water oxidation, 295–297 

Ruthenium complex with fluorophore 
binary probes, 276f 
fluorescence time-decay profile, 277f 
steady-state luminescence, 278f 

Rutherford, "planetary" model, 158 
 
 
S 
 
Sabatier process, metal-catalyzed synthetic 

methodologies, 191, 192f 
Saccharides 

calculated Gibbs energies of reaction vs. 
temperature, 73f 

values of ΔGi for compounds in energy 
calculations, 83t 

values of ΔGr and temperatures for 
synthesis, 87t, 90t 

Salvarsan, chemical synthesis, 193 
Sarin, chemical synthesis, 193f 
Seawater 

aqueous species of boron, 162f 
composition of fluid during mixing with 

vent fluid, 70f 
composition of late Hadean, 66–67 
continental ice volume signal from δ18O, 

172, 173f 
mixing, and vent fluid, 65–70 
mixing calculations, 69–70 
polymerization reactions, 318–319 

Secondary metabolism, evolution, 206 
Selection, organic molecules, 6–8 
Self-assembly 

life on Earth, 249 
RNA-like polymers, 7, 109–110 
See also Coordination-driven self-assembly; 

Ribonucleic acid (RNA) world 
Self-complementary region, molecular beacon 

stem, 271 
Self-correction, phenomenon, 249–250 
Self-organization, phospholipids, 7 
Self-replication, homochiral peptides, 142 
Serine 

asymmetric aldol reaction by L-, 140–141 
enantiomeric composition, 139f 

Serpentinization, oceanic crust, 46–47 
Sharpless asymmetric dihydroxylation, metal-

catalyzed synthetic methodologies, 191, 
192f 
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Sharpless asymmetric epoxidation, metal-
catalyzed synthetic methodologies, 191, 
192f 

Siderite, stability and Pourbaix diagram, 52f, 
53, 56f 

Singlet oxygen ene-reaction, mechanism, 188 
"Snowball Earth" period, theory, 148 
Soai reaction, asymmetric autocatalysis, 136–

137 
Solar energy, 284, 302–304 
Spark discharge, chemical evolution, 316–317 
Spectroscopy, organic synthesis, 184 
Spherand ligand, encapsulation and specificity, 

323, 324f 
Spontaneous asymmetric synthesis, 

autocatalysis, 136–137 
Sporolides, biosynthesis, 207, 208f 
Stability 

base pairs, 96 
biomolecules at high temperature, 36 

Stacking, base pairing, 115 
Staphylococcus aureus, history of antibiotic 

treatment, 337, 338t 
Stem, molecular beacon, 271 
Stereochemical course, SN2 reaction, 188 
Stoichiometric reagents, synthetic methods, 

190, 191f 
Strain, organic synthesis, 186f 
Strecker, A., alanine synthesis, 18 
Strecker synthesis, amino acids, 23, 24f 
Streptomyces globisporus, isolation of enediyne 

C-1027, 207 
Structure, organic synthesis, 185–187 
Subduction zones, emergence of life, 48f 
Submarine vents 

microbiology of modern, 58 
organic compound destruction, 36 
See also Vents 

Sugar evolution, proto-RNA polymers, 128, 129 
Sugar molecules 

"chiral" pairs, 8 
prebiotic synthesis pathways, 6–7 
stability, 36 

Sugar phosphate polymers, prebiotic synthesis, 
34 

Sulfur 
acid and alkaline solutions, 53–55 
inventory, 5 

Sun 
energy source for life, 5 
solar energy, 284, 302–304 

Supramolecular hexagons 
three-by-three angle-angle methodology, 

260–261 
two-dimensional assembly, 257–258 

Supramolecular motor 
F0F1–ATP synthase, 234–235 
See also Molecular motors 

Supramolecular pentagons 
five-by-five methodology, 259 
star-like, 258–259 

two-dimensional assembly, 257 
Supramolecular squares 

equilibrium between square and triangle, 
253, 254 

four-by-four methodology, 250–251 
two-by-two methodology, 251, 252 
two-by-two "staggered" square, 252–253 
two-dimensional assembly, 255 

Supramolecular triangle 
equilibrium between square and triangle, 

253, 254 
two-dimensional assembly, 254 

Surfaces, chemical complexity, 7 
Symmetry breaking, definition, 135 
Synthesis 

definition, 182 
publications with "total synthesis," 197t 
'what vs. how,' 182, 197–198 
See also Evolution of organic synthesis 

Synthetic chemistry 
templating, 322–325 
Williamson synthesis, 322 

Synthetic methodologies, reagents and catalysts, 
190–192 

 
 
T 
 
Tanaka catalyst 

computational studies for elucidation of 
mechanism, 297–298 

proposed mechanism of water oxidation, 
298, 299f 

ruthenium complexes, 295–297 
structure, 296f 

Target 
binary probes before and after, 274f 
molecular beacon, 272 
sequence for binary probes, 275 

Tautomerism, base pairs, 101 
Taxol®, chemical synthesis, 193–194 
Teflon®, polymerization, 183 
Temperature 

planet accretion, 20 
stability of biomolecules at high, 36 

Templating 
chemical evolution of protein motifs, 325 
ligands increasing level of encapsulation 

and specificity, 324f 
molecular imprinting, 323–324 

α-Terpineol, natural product, 194f 
Terrestrial atmosphere, primitive, 19–21 
Terrestrial planets, chemical evolution, 316 
Tetrahedral species, three-dimensional self-

assembly, 263 
Tetrahydrogestrinone (THG), chemical 

synthesis, 193f 
Thin-layer chromatography (TLC), organic 

synthesis, 185 
Tholins, organic polymers, 39 
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Three-by-three angle-angle methodology, 
supramolecular hexagons, 260–261 

Three-dye 
binary probes, 276f 
molecular beacon, 273f 

Thymine 
base-pairing with adenine, 7 
See also Base pairs 

"Topicity," supramolecular cycles and cages, 
250 

Topology, organic synthesis, 186, 187f 
Transport, muscle proteins, 236 
Triangles 

predesigned, by two-dimensional assembly, 
256 

rigid and small subunits, 255–256 
supramolecular, 254, 255 

Trigonal prism-like species, three-dimensional 
self-assembly, 264 

Triplex, molecular beacon, 273f 
Tropinone, natural product, 194f 
Tungsten, alkaline fluids, 54 
Two-by-two methodology, supramolecular 

squares, 251, 252 
Two-by-two "staggered" square, two-

dimensional assembly, 252–253 
Two-dye 

binary probes, 276f 
molecular beacon, 273f 

Two-headed nonprocessive motor, 236, 245 
Two-headed processive motor, 236, 245 
 
 
U 
 
Uracil 

anomers of ribosyl nucleosides, 113f 
base pairing, 115 
pyrimidine nucleoside formation, 114f 
single base pair A–U, 96 
small molecules to RNA, 112f 
See also Base pairs 

Urea 
synthesis by Wöhler, 18 
synthetic chemistry, 182, 183f 

 
 

V 
 
Valine, enhancing eutectic composition, 139f 
Vents 

composition of, fluid mixing with seawater, 
70f 

composition of late Hadean fluid, 68 
hydrothermal, and origin of life, 35–36 
microbiology of modern submarine alkaline, 

58 
seawater at deep-sea thermal, 318–319 
thermophilic bacteria, 318 

Vitamin B12, natural product, 196f 
Volcanism, emergence of life, 46–47, 48f 
Vostok ice core, CO2 record, 173f 
Vulcanization of rubber, accidental, 183 
 
 
W 
 
Water, building block of life, 4–5 
Water decomposition, hydrogen generation, 

284–285 
Water oxidation 

base titration of Ru complexes, 296–297 
blue dimer catalyst, 293–295 
catalysts, 293 
computational studies of mechanism, 297–

298 
mechanisms for oxygen evolution from blue 

dimer, 294f 
proposed mechanism by Tanaka catalyst, 

298, 299f 
ruthenium complexes with non-innocent 

quinone ligands, 295–297 
Tanaka catalyst and acid-base reaction, 296f 
See also Artificial photosynthesis 

Watson–Crick pairing 
base pairing, 115 
geometry for A–T, 101, 103f 

Wavelength shifting, molecular beacon, 273f 
Williamson synthesis, crown ethers, 322 
Wittig olefination, synthetic methods, 190, 191f 
Wöhler, F., urea synthesis, 18 
Wolff–Kishner reduction, Huang–Minlon 

modification, 192 
Work 

definition, 234 
See also Molecular motors 
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